INTERNATIONAL ORGANISATION FOR STANDARDISATION
ORGANISATION INTERNATIONALE DE NORMALISATION
ISO/IEC JTC1/SC29/WG11
CODING OF MOVING PICTURES AND AUDIO

ISO/IEC JTC1/SC29/WG11 MPEG2019/m51146
October 2019, Geneva, CH


	Source
	Sony Corporation of America
FutureWei Technologies Inc.

	Status
	Input document

	Title
	[V-PCC] Requirements for conformance point B

	Author
	A. Tabatabai, D Graziosi, A. Zaghetto (Sony), 
V. Zakharchenko, Y-K Wang (Futurewei)



Introduction
This document provides required changes that were indicated in HRD description for ASPS m51043 [1]. A set of changes required for substream coherency output for point cloud reconstruction process has been discussed and provided under this document.
PUI extension

1. [bookmark: _Toc248045502][bookmark: _Toc287363887][bookmark: _Toc311220035][bookmark: _Ref317176194][bookmark: _Toc317198933][bookmark: _Ref329772983][bookmark: _Ref329772992][bookmark: _Ref330980194][bookmark: _Toc358292274]Annex E

Point Cloud usability information

(This annex forms an integral part of this Recommendation | International Standard.)
.1 [bookmark: _Toc358292275]General
This annex specifies syntax and semantics of the PUI parameters of the ASPSs.
Conforming decoders are not required to process this information for output order conformance to this Specification (see Annex C for the specification of output order conformance). Some PUI parameters are required to check bitstream conformance and for output timing decoder conformance.
In Annex E, specification for presence of PUI parameters is also satisfied when those parameters (or some subset of them) are conveyed to decoders (or to the HRD) by other means not specified in this Specification. When present in the bitstream, PUI parameters shall follow the syntax and semantics specified in this annex. When the content of PUI parameters is conveyed for the application by some means other than presence within the bitstream, the representation of the content of the PUI parameters is not required to use the same syntax specified in this annex. For the purpose of counting bits, only the appropriate bits that are actually present in the bitstream are counted.


.2 [bookmark: _Ref19432721][bookmark: _Toc20134574][bookmark: _Toc77680673][bookmark: _Toc118289276][bookmark: _Toc226456884][bookmark: _Toc248045503][bookmark: _Toc287363888][bookmark: _Toc311220036][bookmark: _Toc317198934][bookmark: _Toc358292276]PUI syntax
.2.1 [bookmark: _Toc20134575][bookmark: _Ref23740064][bookmark: _Toc77680674][bookmark: _Toc118289277][bookmark: _Toc226456885][bookmark: _Toc248045504][bookmark: _Toc287363889][bookmark: _Toc311220037][bookmark: _Ref317176267][bookmark: _Toc317198935][bookmark: _Toc358292277]PUI parameters syntax

	[bookmark: _Hlk21328004]pui_parameters( ) {
	Descriptor

		pui_timing_info_present_flag
	u(1)

		if( pui_timing_info_present_flag ) {
	

			pui_num_units_in_tick
	u(32)

			pui_time_scale
	u(32)

			pui_poc_proportional_to_timing_flag
	u(1)

			if( pui_poc_proportional_to_timing_flag )
	

				pui_num_ticks_poc_diff_one_minus1
	ue(v)

			pui_hrd_parameters_present_flag
	u(1)

			if( pui_hrd_parameters_present_flag )
	

				hrd_parameters( 1, asps_max_sub_layers_minus1 )
	

		}
	

	}
	



.2.2 HRD parameters syntax

	hrd_parameters( commonInfPresentFlag , maxNumSubLayersMinus1) {
	Descriptor

		if( commonInfPresentFlag ) {
	

			nal_hrd_parameters_present_flag
	u(1)

			acl_hrd_parameters_present_flag
	u(1)

			if( nal_hrd_parameters_present_flag  | |  acl_hrd_parameters_present_flag ){
	

				bit_rate_scale
	u(4)

				cab_size_scale
	u(4)

				initial_cab_removal_delay_length_minus1
	u(5)

				au_cab_removal_delay_length_minus1
	u(5)

				dab_output_delay_length_minus1
	u(5)

			}
	

		for( i = 0; i  <=  maxNumSubLayersMinus1; i++ ) {
	

			fixed_pic_rate_general_flag[ i ]
	u(1)

			if( !fixed_pic_rate_general_flag[ i ] )
	

				fixed_pic_rate_within_cas_flag[ i ]
	u(1)

			if( fixed_pic_rate_within_cas_flag[ i ] )
	

				elemental_duration_in_tc_minus1[ i ]
	ue(v)

			else
	

				low_delay_hrd_flag[ i ]
	u(1)

			if( !low_delay_hrd_flag[ i ] )
	

				cab_cnt_minus1[ i ]
	ue(v)

			if( nal_hrd_parameters_present_flag )
	

				sub_layer_hrd_parameters( i )
	

			if( acl_hrd_parameters_present_flag )
	

				sub_layer_hrd_parameters( i )
	

		}
	



.2.3 [bookmark: _Toc358292279]Sub-layer HRD parameters syntax

	sub_layer_hrd_parameters( subLayerId ) {
	Descriptor

		for( i = 0; i  <=  CabCnt; i++ ) {
	

			bit_rate_value_minus1[ i ]
	ue(v)

			cab_size_value_minus1[ i ]
	ue(v)

			cbr_flag[ i ]
	u(1)

		}
	

	}
	


.3 [bookmark: _Ref19432726][bookmark: _Toc20134578][bookmark: _Toc77680676][bookmark: _Toc118289279][bookmark: _Toc226456887][bookmark: _Toc248045506][bookmark: _Toc287363890][bookmark: _Toc311220038][bookmark: _Toc317198937][bookmark: _Toc358292280]PUI semantics
.3.1 [bookmark: _Ref317176275][bookmark: _Toc317198938][bookmark: _Toc358292281]PUI parameters semantics
pui_timing_info_present_flag equal to 1 specifies that pui_num_units_in_tick, pui_time_scale, pui_poc_proportional_to_timing_flag and pui_hrd_parameters_present_flag are present in the pui_parameters( ) syntax structure. pui_timing_info_present_flag equal to 0 specifies that pui_num_units_in_tick, pui_time_scale, pui_poc_proportional_to_timing_flag and pui_hrd_parameters_present_flag are not present in the pui_parameters( ) syntax structure.
pui_num_units_in_tick is the number of time units of a clock operating at the frequency pui_time_scale Hz that corresponds to one increment (called a clock tick) of a clock tick counter. pui_num_units_in_tick shall be greater than 0. A clock tick, in units of seconds, is equal to the quotient of pui_num_units_in_tick divided by pui_time_scale. For example, when the picture rate of a video signal is 25 Hz, pui_time_scale may be equal to 27 000 000 and pui_num_units_in_tick may be equal to 1 080 000 and consequently a clock tick may be equal to 0.04 seconds.
pui_time_scale is the number of time units that pass in one second. For example, a time coordinate system that measures time using a 27 MHz clock has a pui_time_scale of 27 000 000. The value of pui_time_scale shall be greater than 0.
pui_poc_proportional_to_timing_flag equal to 1 indicates that the point cloud order count value for each point cloud in the CPS that is not the first point cloud in the CPS, in decoding order, is proportional to the output time of the point clpoud relative to the output time of the first point cloud in the CPS. pui_poc_proportional_to_timing_flag equal to 0 indicates that the point cloud order count value for each point cloud in the CPS that is not the first point cloud in the CPS, in decoding order, may or may not be proportional to the output time of the point cloud relative to the output time of the first point cloud in the CPS.
pui_num_ticks_poc_diff_one_minus1 plus 1 specifies the number of clock ticks corresponding to a difference of point cloud order count values equal to 1. The value of pui_num_ticks_poc_diff_one_minus1 shall be in the range of 0 to 232 − 2, inclusive.
pui_hrd_parameters_present_flag equal to 1 specifies that the syntax structure hrd_parameters( ) is present in the pui_parameters( ) syntax structure. pui_hrd_parameters_present_flag equal to 0 specifies that the syntax structure hrd_parameters( ) is not present in the pui_parameters( ) syntax structure.

.3.2 [bookmark: _Toc358292282]HRD parameters semantics
The hrd_parameters( ) syntax structure provides HRD parameters used in the HRD operations for a layer set. When the hrd_parameters( ) syntax structure is included in an ASPS, the layer set to which the hrd_parameters( ) syntax structure applies is the layer set for which the associated layer identifier list contains all nuh_layer_id values present in the CAS.
For interpretation of the following semantics, the bitstream (or a part thereof) refers to the bitstream subset (or a part thereof) associated with the layer set to which the hrd_parameters( ) syntax structure applies.
nal_hrd_parameters_present_flag equal to 1 specifies that NAL HRD parameters (pertaining to Type II bitstream conformance) are present in the hrd_parameters( ) syntax structure. nal_hrd_parameters_present_flag equal to 0 specifies that NAL HRD parameters are not present in the hrd_parameters( ) syntax structure.
NOTE 1 – When nal_hrd_parameters_present_flag is equal to 0, the conformance of the bitstream cannot be verified without provision of the NAL HRD parameters and all buffering period and atlas timing SEI messages, by some means not specified in this Specification.
The variable NalHrdBpPresentFlag is derived as follows:
–	If one or more of the following conditions are true, the value of NalHrdBpPresentFlag is set equal to 1:
–	nal_hrd_parameters_present_flag is present in the bitstream and is equal to 1.
–	The need for presence of buffering periods for NAL HRD operation to be present in the bitstream in buffering period SEI messages is determined by the application, by some means not specified in this Specification.
–	Otherwise, the value of NalHrdBpPresentFlag is set equal to 0.
acl_hrd_parameters_present_flag equal to 1 specifies that ACL HRD parameters (pertaining to all bitstream conformance) are present in the hrd_parameters( ) syntax structure. acl_hrd_parameters_present_flag equal to 0 specifies that ACL HRD parameters are not present in the hrd_parameters( ) syntax structure.
NOTE 2 – When acl_hrd_parameters_present_flag is equal to 0, the conformance of the bitstream cannot be verified without provision of the ACL HRD parameters and all buffering period and atlas timing SEI messages, by some means not specified in this Specification.
The variable AclHrdBpPresentFlag is derived as follows:
–	If one or more of the following conditions are true, the value of AclHrdBpPresentFlag is set equal to 1:
–	acl_hrd_parameters_present_flag is present in the bitstream and is equal to 1.
–	The need for presence of buffering periods for ACL HRD operation to be present in the bitstream in buffering period SEI messages is determined by the application, by some means not specified in this Specification.
–	Otherwise, the value of AclHrdBpPresentFlag is set equal to 0.
The variable CabDabDelaysPresentFlag is derived as follows:
–	If one or more of the following conditions are true, the value of CabDabDelaysPresentFlag is set equal to 1:
–	nal_hrd_parameters_present_flag is present in the bitstream and is equal to 1.
–	acl_hrd_parameters_present_flag is present in the bitstream and is equal to 1.
–	The need for presence of CAB and DAB output delays to be present in the bitstream in atlas timing SEI messages is determined by the application, by some means not specified in this Specification.
–	Otherwise, the value of CabDabDelaysPresentFlag is set equal to 0.
initial_cab_removal_delay_length_minus1 plus 1 specifies the length, in bits, of the nal_initial_cab_removal_delay[ i ], nal_initial_cab_removal_offset[ i ], acl_initial_cab_removal_delay[ i ], and acl_initial_cab_removal_offset[ i ] syntax elements of the buffering period SEI message. When the initial_cab_removal_delay_length_minus1 syntax element is not present, it is inferred to be equal to 23.
au_cab_removal_delay_length_minus1 plus 1 specifies the length, in bits, of the cab_delay_offset syntax element in the buffering period SEI message and the au_cab_removal_delay_minus1 syntax element in the atlas timing SEI message. When the au_cab_removal_delay_length_minus1 syntax element is not present, it is inferred to be equal to 23.
dab_output_delay_length_minus1 plus 1 specifies the length, in bits, of the dab_delay_offset syntax element in the buffering period SEI message and the pic_dab_output_delay syntax element in the atlas timing SEI message. When the dab_output_delay_length_minus1 syntax element is not present, it is inferred to be equal to 23.
fixed_atlas_rate_general_flag[ i ] equal to 1 indicates that, when HighestTid is equal to i, the temporal distance between the HRD output times of consecutive atlass in output order is constrained as specified below. fixed_pic_rate_general_flag[ i ] equal to 0 indicates that this constraint may not apply.
When fixed_pic_rate_general_flag[ i ] is not present, it is inferred to be equal to 0.
fixed_atlas_rate_within_cas_flag[ i ] equal to 1 indicates that, when HighestTid is equal to i, the temporal distance between the HRD output times of consecutive atlases in output order is constrained as specified below. fixed_pic_rate_within_cas_flag[ i ] equal to 0 indicates that this constraint may not apply.
When fixed_pic_rate_general_flag[ i ] is equal to 1, the value of fixed_pic_rate_within_cas_flag[ i ] is inferred to be equal to 1.
elemental_duration_in_tc_minus1[ i ] plus 1 (when present) specifies, when HighestTid is equal to i, the temporal distance, in clock ticks, between the elemental units that specify the HRD output times of consecutive atlass in output order as specified below. The value of elemental_duration_in_tc_minus1[ i ] shall be in the range of 0 to 2047?, inclusive.
For each atlas n that is output and not the last atlas in the bitstream (in output order) that is output, the value of the variable DabOutputElementalInterval[ n ] is specified by:
DabOutputElementalInterval[ n ] = DabOutputInterval[ n ]  DeltaToDivisor	(E‑51)
where DabOutputInterval[ n ] is specified in Equation C-13 and DeltaToDivisor is equal to 1.
When HighestTid is equal to i and fixed_pic_rate_general_flag[ i ] is equal to 1 for a CAS containing atlas n, the value computed for DabOutputElementalInterval[ n ] shall be equal to ClockTick * ( elemental_duration_in_tc_minus1[ i ] + 1 ), wherein ClockTick is as specified in Equation C‑2 (using the value of ClockTick for the CAS containing atlas n) when one of the following conditions is true for the following atlas in output order nextPicInOutputOrder that is specified for use in Equation C‑13:
–	atlas nextAtlasInOutputOrder is in the same CAS as atlas n.
–	atlas nextAtlasInOutputOrder is in a different CAS and fixed_pic_rate_general_flag[ i ] is equal to 1 in the CAS containing atlas nextAtlasInOutputOrder, the value of ClockTick is the same for both CASs, and the value of elemental_duration_in_tc_minus1[ i ] is the same for both CASs.
When HighestTid is equal to i and fixed_atlas_rate_within_cas_flag[ i ] is equal to 1 for a CAS containing atlas n, the value computed for DabOutputElementalInterval[ n ] shall be equal to ClockTick * ( elemental_duration_in_tc_minus1[ i ] + 1 ), wherein ClockTick is as specified in Equation C‑2 (using the value of ClockTick for the CAS containing atlas n) when the following atlas in output order nextAtlasInOutputOrder that is specified for use in Equation C‑17 is in the same CAS as atlas n.
low_delay_hrd_flag[ i ] specifies the HRD operational mode, when HighestTid is equal to i, as specified in Annex C. When not present, the value of low_delay_hrd_flag[ i ] is inferred to be equal to 0.
NOTE 3 – When low_delay_hrd_flag[ i ] is equal to 1, "big atlass" that violate the nominal CAB removal times due to the number of bits used by an access unit are permitted. It is expected, but not required, that such "big atlass" occur only occasionally.
cab_cnt_minus1[ i ] plus 1 specifies the number of alternative CAB specifications in the bitstream of the CAS when HighestTid is equal to i. The value of cab_cnt_minus1[ i ] shall be in the range of 0 to 31, inclusive. When not present, the value of cab_cnt_minus1[ i ] is inferred to be equal to 0.
.3.3 [bookmark: _Ref330938577][bookmark: _Ref330938596][bookmark: _Toc358292283]Sub-layer HRD parameters semantics
The variable CabCnt is set equal to cab_cnt_minus1[ subLayerId ].
bit_rate_value_minus1[ i ] (together with bit_rate_scale) specifies the maximum input bit rate for the i-th CAB when the CAB operates at the access unit level. bit_rate_value_minus1[ i ] shall be in the range of 0 to 232 − 2, inclusive. For any i > 0, bit_rate_value_minus1[ i ] shall be greater than bit_rate_value_minus1[ i − 1 ].
The bit rate in bits per second is given by:
[bookmark: BitRate_Eqn]BitRate[ i ] = ( bit_rate_value_minus1[ i ] + 1 ) * 2( 6 + bit_rate_scale )	(E‑52)
When the bit_rate_value_minus1[ i ] syntax element is not present, the value of BitRate[ i ] is inferred to be equal to CalBrAclFactor * MaxBR for ACL HRD parameters and to be equal to CalBrNalFactor * MaxBR for NAL HRD parameters, where MaxBR, CalBrAclFactor and CalBrNalFactor are specified in clause A.4.
cab_size_value_minus1[ i ] is used together with cab_size_scale to specify the i-th CAB size when the CAB operates at the access unit level. cab_size_value_minus1[ i ] shall be in the range of 0 to 232 − 2, inclusive. For any i greater than 0, cab_size_value_minus1[ i ] shall be less than or equal to cab_size_value_minus1[ i − 1 ].
The CAB size in bits is given by:
[bookmark: CpbSize_Eqn]CabSize[ i ] = ( cab_size_value_minus1[ i ] + 1 ) * 2( 4 + cab_size_scale )	(E‑53)
When the cab_size_value_minus1[ i ] syntax element is not present, the value of CabSize[ i ] is inferred to be equal to CalBrAclFactor * MaxCAB for ACL HRD parameters and to be equal to CalBrNalFactor * MaxCAB for NAL HRD parameters, where MaxCAB, CalBrAclFactor and CalBrNalFactor are specified in clause A.4.

Additional changes to ASPS
[bookmark: _Hlk21326127]The following modifications must be implemented for the ASPS structure in order to provide mechanisms for temporal alignment of subtreams elements of the v-pcc bitstream.

[bookmark: _Hlk21181205]Atlas sequence parameter set syntax
	atlas_sequence_parameter_set( ) {
	Descriptor

		asps_atlas_sequence_parameter_set_id
	ue(v)

		asps_frame_width[ j ]
	u(16)

		asps_frame_height[ j ]
	u(16)

		asps_avg_frame_rate_present_flag[ j ]
	u(1)

		if( asps_avg_frame_rate_present_flag[ j ] )
	

			asps_avg_frame_rate[ j ]
	u(16)

		asps_log2_patch_packing_block_size
	u(3)

		asps_log2_max_atlas_frame_order_cnt_lsb_minus4
	ue(v)

		asps_max_dec_atlas_frame_buffering_minus1
	ue(v)

		asps_long_term_ref_atlas_frames_flag
	u(1)

		asps_num_ref_atlas_frame_lists_in_asps
	ue(v)

		for( j = 0; j < asps_num_ref_atlas_frame_lists_in_asps; j++ )
	

			ref_list_struct( j )
	

		asps_use_eight_orientations_flag 
	u(1)

		asps_45degree_projection_patch_present_flag
	u(1)

		asps_normal_axis_limits_quantization_enable_flag 
	u(1)

		asps_normal_axis_max_delta_value_enable_flag 
	u(1)

		asps_remove_duplicate_point_enabled_flag
	u(1)

		asps_pixel_deinterleaving_flag
	u(1)

		asps_patch_precedence_order_flag
	u(1)

		asps_enhanced_occupancy_map_for_depth_flag
	u(1)

		asps_point_local_reconstruction_enabled_flag
	u(1)

		if( asps_point_local_reconstruction_enabled_flag )
	

			point_local_reconstruction_information( )
	

		asps_sub_layer_ordering_info_present_flag	Comment by Vladyslav Zakharchenko: I think this is not required – only related to the temporal scaling.
	u(1)

		for( i = ( asps_sub_layer_ordering_info_present_flag ? 0 : 						asps_max_sub_layers_minus1 );
			i  <=  asps_max_sub_layers_minus1; i++ ) {	Comment by Vladyslav Zakharchenko: See comment above
	

			asps_max_dec_atlas_buffering_minus1[ i ]
	ue(v)

			asps_max_num_reorder_atlases[ i ]
	ue(v)

			asps_max_latency_increase_plus1[ i ]
	ue(v)

		}
	

		asps_max_layer_id
	u(6)

		asps_num_layer_sets_minus1
	ue(v)

		for( i = 1; i <= asps_num_layer_sets_minus1; i++ )
	

			for( j = 0; j <= asps_max_layer_id; j++ )
	

				layer_id_included_flag[ i ][ j ]
	u(1)

		asps_timing_info_present_flag
	u(1)

		if( asps_timing_info_present_flag ) {
	

			asps_num_units_in_tick
	u(32)

			asps_time_scale
	u(32)

			asps_poc_proportional_to_timing_flag
	u(1)

			if( asps_poc_proportional_to_timing_flag )
	

				asps_num_ticks_poc_diff_one_minus1
	ue(v)

			asps_num_hrd_parameters
	ue(v)

			for( i = 0; I < asps_num_hrd_parameters; i++ ) {
	

				hrd_layer_set_idx[ i ]
	ue(v)

				if( i > 0 )
	

					cprms_present_flag[ i ]
	u(1)

				hrd_parameters( cprms_present_flag[ i ] )
	

			}
	

		}
	

		rbsp_trailing_bits( )
	

	}
	



asps_sub_layer_ordering_info_present_flag equal to 1 specifies that asps_max_dec_atlas_buffering_minus1[ i ], asps_max_num_reorder_atlases[ i ] and asps_max_latency_increase_plus1[ i ] are present for asps_max_sub_layers_minus1 + 1 sub-layers. asps_sub_layer_ordering_info_present_flag equal to 0 specifies that the values of asps_max_dec_atlas_buffering_minus1[ asps_max_sub_layers_minus1 ], asps_max_num_reorder_atlases[ asps_max_sub_layers_minus1 ] and asps_max_latency_increase_plus1[ asps_max_sub_layers_minus1 ] apply to all sub-layers.

asps_max_dec_atlas_buffering_minus1[ i ] plus 1 specifies the maximum required size of the decoded picture buffer for the CPS in units of picture storage buffers when HighestTid is equal to i. The value of asps_max_dec_atlas_buffering_minus1[ i ] shall be in the range of 0 to MaxDpbSize − 1, inclusive, where MaxDpbSize is as specified in clause A.4. When i is greater than 0, asps_max_dec_atlas_buffering_minus1[ i ] shall be greater than or equal to asps_max_dec_atlas_buffering_minus1[ i − 1 ]. The value of asps_max_dec_atlas_buffering_minus1[ i ] shall be less than or equal to vps_max_dec_pic_buffering_minus1[ i ] for each value of i. When asps_max_dec_atlas_buffering_minus1[ i ] is not present for i in the range of 0 to asps_max_sub_layers_minus1 − 1, inclusive, due to asps_sub_layer_ordering_info_present_flag being equal to 0, it is inferred to be equal to asps_max_dec_atlas_buffering_minus1[ asps_max_sub_layers_minus1 ].

asps_max_num_reorder_atlases[ i ] indicates the maximum allowed number of pictures with PicOutputFlag equal to 1 that can precede any picture with PicOutputFlag equal to 1 in the CPS in decoding order and follow that picture with PicOutputFlag equal to 1 in output order when HighestTid is equal to i. The value of asps_max_num_reorder_atlases[ i ] shall be in the range of 0 to asps_max_dec_atlas_buffering_minus1[ i ], inclusive. When i is greater than 0, asps_max_num_reorder_atlases[ i ] shall be greater than or equal to asps_max_num_reorder_atlases[ i − 1 ]. The value of asps_max_num_reorder_atlases[ i ] shall be less than or equal to vps_max_num_reorder_pics[ i ] for each value of i. When asps_max_num_reorder_atlases[ i ] is not present for i in the range of 0 to asps_max_sub_layers_minus1 − 1, inclusive, due to asps_sub_layer_ordering_info_present_flag being equal to 0, it is inferred to be equal to asps_max_num_reorder_atlases[ asps_max_sub_layers_minus1 ].

asps_max_latency_increase_plus1[ i ] not equal to 0 is used to compute the value of SpsMaxLatencyPictures[ i ], which specifies the maximum number of pictures with PicOutputFlag equal to 1 that can precede any picture with PicOutputFlag equal to 1 in the CPS in output order and follow that picture with PicOutputFlag equal to 1 in decoding order when HighestTid is equal to i.
When asps_max_latency_increase_plus1[ i ] is not equal to 0, the value of AspsMaxLatencyAtlases[ i ] is specified as follows:
AspsMaxLatencyAtlases[ i ] = asps_max_num_reorder_atlases[ i ] +	(7‑9)
		asps_max_latency_increase_plus1[ i ] − 1
When asps_max_latency_increase_plus1[ i ] is equal to 0, no corresponding limit is expressed.
The value of asps_max_latency_increase_plus1[ i ] shall be in the range of 0 to 232 − 2, inclusive. When asps_max_latency_increase_plus1[ i ] is not present for i in the range of 0 to asps_max_sub_layers_minus1 − 1, inclusive, due to asps_sub_layer_ordering_info_present_flag being equal to 0, it is inferred to be equal to asps_max_latency_increase_plus1[ asps_max_sub_layers_minus1 ].

asps_max_layer_id specifies the maximum allowed value of nuh_layer_id of all NAL units in each CPS referring to the ASPS. asps_max_layer_id shall be less than 63 in bitstreams conforming to this version of this Specification. The value of 63 for asps_max_layer_id is reserved for future use by ITU-T | ISO/IEC. Although the value of asps_max_layer_id is required to be less than 63 in this version of this Specification, decoders shall allow a value of asps_max_layer_id equal to 63 to appear in the syntax.

asps_num_layer_sets_minus1 plus 1 specifies the number of layer sets that are specified by the ASPS. The value of asps_num_layer_sets_minus1 shall be in the range of 0 to 1023, inclusive.


layer_id_included_flag[ i ][ j ] equal to 1 specifies that the value of nuh_layer_id equal to j is included in the layer identifier list layerSetLayerIdList[ i ]. layer_id_included_flag[ i ][ j ] equal to 0 specifies that the value of nuh_layer_id equal to j is not included in the layer identifier list layerSetLayerIdList[ i ].
The value of numLayersInIdList[ 0 ] is set equal to 1 and the value of layerSetLayerIdList[ 0 ][ 0 ] is set equal to 0.
For each value of i in the range of 1 to vps_num_layer_sets_minus1, inclusive, the variable numLayersInIdList[ i ] and the layer identifier list layerSetLayerIdList[ i ] are derived as follows:
n = 0
for( m = 0; m  <=  asps_max_layer_id; m++ )
	if( layer_id_included_flag[ i ][ m ] )		(7‑3)
		layerSetLayerIdList[ i ][ n++ ] = m
numLayersInIdList[ i ] = n
For each value of i in the range of 1 to asps_num_layer_sets_minus1, inclusive, numLayersInIdList[ i ] shall be in the range of 1 to vps_max_layers_minus1 + 1, inclusive.
When numLayersInIdList[ iA ] is equal to numLayersInIdList[ iB ] for any iA and iB in the range of 0 to vps_num_layer_sets_minus1, inclusive, with iA not equal to iB, the value of layerSetLayerIdList[ iA ][ n ] shall not be equal to layerSetLayerIdList[ iB ][ n ] for at least one value of n in the range of 0 to numLayersInIdList[ iA ], inclusive.
A layer set is identified by the associated layer identifier list. The i-th layer set specified by the ASPS is associated with the layer identifier list layerSetLayerIdList[ i ], for i in the range of 0 to vps_num_layer_sets_minus1, inclusive.
A layer set consists of all operation points that are associated with the same layer identifier list.
Each operation point is identified by the associated layer identifier list, denoted as OpLayerIdList, which consists of the list of nuh_layer_id values of all NAL units included in the operation point, in increasing order of nuh_layer_id values, and a variable OpTid, which is equal to the highest TemporalId of all NAL units included in the operation point. The bitstream subset associated with the operation point identified by OpLayerIdList and OpTid is the output of the sub-bitstream extraction process as specified in clause 10 with the bitstream, the target highest TemporalId equal to OpTid, and the target layer identifier list equal to OpLayerIdList as inputs. The OpLayerIdList and OpTid that identify an operation point are also referred to as the OpLayerIdList and OpTid associated with the operation point, respectively.

asps_timing_info_present_flag equal to 1 specifies that asps_num_units_in_tick, asps_time_scale, asps_poc_proportional_to_timing_flag. asps_timing_info_present_flag equal to 0 specifies that asps_num_units_in_tick, asps_time_scale, asps_poc_proportional_to_timing_flag and vps_num_hrd_parameters are not present in the ASPS.

asps_num_units_in_tick is the number of time units of a clock operating at the frequency asps_time_scale Hz that corresponds to one increment (called a clock tick) of a clock tick counter. The value of asps_num_units_in_tick shall be greater than 0. A clock tick, in units of seconds, is equal to the quotient of asps_num_units_in_tick divided by asps_time_scale. For example, when the atlas rate of an atlas sub-bitstream signal is 25 Hz, asps_time_scale may be equal to 27 000 000 and asps_num_units_in_tick may be equal to 1 080 000, and consequently a clock tick may be 0.04 seconds.

asps_time_scale is the number of time units that pass in one second. For example, a time coordinate system that measures time using a 27 MHz clock has a asps_time_scale of 27 000 000. The value of asps_time_scale shall be greater than 0.

asps_poc_proportional_to_timing_flag equal to 1 indicates that the picture order count value for each picture in the CPS that is not the first picture in the CPS, in decoding order, is proportional to the output time of the picture relative to the output time of the first picture in the CPS. asps_poc_proportional_to_timing_flag equal to 0 indicates that the picture order count value for each picture in the CPS that is not the first picture in the CPS, in decoding order, may or may not be proportional to the output time of the picture relative to the output time of the first picture in the CPS.

asps_num_ticks_poc_diff_one_minus1 plus 1 specifies the number of clock ticks corresponding to a difference of picture order count values equal to 1. The value of asps_num_ticks_poc_diff_one_minus1 shall be in the range of 0 to 232 − 2, inclusive.
asps_num_hrd_parameters specifies the number of hrd_parameters( ) syntax structures present in the ASPS RBS. The value of asps_num_hrd_parameters shall be in the range of 0 to asps_num_layer_sets_minus1 + 1, inclusive.
hrd_layer_set_idx[ i ] specifies the index, into the list of layer sets specified by the ASPS, of the layer set to which the i‑th hrd_parameters( ) syntax structure in the ASPS applies. The value of hrd_layer_set_idx[ i ] shall be in the range of ( asps_base_layer_internal_flag ? 0 : 1 ) to asps_num_layer_sets_minus1, inclusive.
It is a requirement of bitstream conformance that the value of hrd_layer_set_idx[ i ] shall not be equal to the value of hrd_layer_set_idx[ j ] for any value of j not equal to i.
cprms_present_flag[ i ] equal to 1 specifies that the HRD parameters that are common for all sub-layers are present in the i-th hrd_parameters( ) syntax structure in the ASPS. cprms_present_flag[ i ] equal to 0 specifies that the HRD parameters that are common for all sub-layers are not present in the i-th hrd_parameters( ) syntax structure in the ASPS and are derived to be the same as the ( i − 1 )-th hrd_parameters( ) syntax structure in the ASPS. cprms_present_flag[ 0 ] is inferred to be equal to 1.

Clarifications on input for the conformance point B
For a system to be able to reconstruct a single instance of the point cloud one v-pcc unit must be transferred to the reconstruction module. 
In a basic profile it is required that all elements of the sub bitstreams are temporally aligned, however in other profiles the temporal structure may vary for sub-bitstreams. This leads to a problem of an output delay adjustment for the decoder part of the conformance point “A” in the v-pcc decoder.
[bookmark: _Hlk21322421]
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fig.1 Sub-bitstream component coherency output delay for PC reconstruction

If vps_multiple_map_streams_present_flag is equal to 1, an atlas/picture output process is invoked.

Let vpccComponentNum be number of v-pcc components derived as follows:
vpccComponentNum = 2 + AttrGeoCount* (vps_map_count_minus1 + 1)
for (i = 0; i < vpccComponentNum; i++) {
       DpbDabOutputTime[ n ][i] = AuCpbCabRemovalTime[ n ][i] + ClockTick *( PicAtlasDpbOutputDelay[n] [i]  + DpbDabDelayOffset[n][i]) + ClockSubTick * i
}

The variable 
	AttrGeoCount = 1 + ai_attribute_count

The variable ClockTick is derived as follows and is called a clock tick: 
ClockTick = pui_num_units_in_tick   pui_time_scale
The variable ClockSubTick is derived as follows and is called a clock sub-tick:
[bookmark: _Hlk21290810]ClockSubTick = ClockTick  ( vpccComponentNum )
The variable PicAtlasDpbOutputDelay[n]  is the value of ith component of pic_dpb_output_delay /atlas_dpb_output_delay in the picture/atlas timing SEI message associated with acess unit n.
DpbDelayOffset/ DabDelayOffset is derived as follows:
Set MaxInitialDelay  = 0;
Check for each V-PCC component, and set:
for (i = 0; i < vpccComponentNum; i++) {
MaxInitialDelay  = max(MaxInitDelay, PicAtlasDpbOutputDelay[n][i])
}
DpbDabDelayOffset[n][i]= MaxInitialDelay - PicAtlasDpbOutputDelay[n][i])
It should be noted that any increase in DPB/DAB buffer sizes shall be within the limit set by max. DPB/DAB buffer sizes specified at Annex A.

[image: ]

fig.2 Single map maximum delay calculation example

Otherwise, if vps_multiple_map_streams_present_flag is equal to 0, a V-PCC component collection output process is invoked:

for (i = 0; i < vpccComponentNum; i++) {
    for ( j = 0; j < componentMapCount[i]; j++ ) {
        DpbDabOutputTime[ n ][ i ][ j ] = AuCpbCabRemovalTime[ n ][ i ] + ClockTick *
            (PicAtlasDpbOutputDelay[n] [i] + DpbDabDelayOffset[n][i]) + 
            ClockSubTick * (i + j  componentMapCount[i])
    }
}
Where componentMapCount(i) = 1, in case i refers to component AD or OVD, and componentMapCount(i) = vps_map_count_minus1 + 1 for GVD and AVD.

Finally, the output of the above processes is input to a buffer of size vpccComponentNum resulting in a V-PCC AU.

[image: ]

fig.3 Multiple interleaved map maximum delay calculation example

Conclusions
[bookmark: _GoBack]According to the results of the crosscheck, the performance and the implementation in the reference software are reasonable, and the tool may be adopted to the standard. We also believe that switching atlas component only cannot happen. If switching should happen, it should be at V-PCC component collection level, not at local level. We would also like to point out that GBLA does not apply to our case, if we are switching at conformance point B, where all the frames are already decoded.
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