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Abstract
This document provides the description of a reconstruction process to adjust the depth range of patches. The proposal does not require any new syntax elements in the V-PCC syntax, and only proposes a range adjustment algorithm for the reconstruction phase composed of a scaling followed by a clipping function. Simulations show little impact in the current CTC conditions, and allows V-PCC encoder to handle content with different depth distributions.
1 Depth processing pipeline
In the current TMC2 software, depth is processed in the following manner. The geometry bitstream is decoded, whereby the luminance values carry the depth value. The decoded bit depth is adjusted according to the 2D nominal bit depth value (indicated by the syntax element gi_geometry_nominal_2d_bitdepth_minus1). The adjustment will either only clip the values (in case the LSBs are to be aligned) or scale them by a power of two (in case the MSBs are to be aligned), according to the syntax element gi_geometry_MSB_align_flag. Next, the depth value signal is inverted, depending on the patch projection mode (the variable PatchProjectionMode is derived from the syntax element pdu_projection_id), and finally the depth value is offset by the minimum quantized depth value of the patch, or Patch3dShiftMinZ, which is obtained from the syntax elements pdu_3d_shift_min_z and  atgh_shift_min_z_quantizer. Notice that V-PCC syntax also allows the transmission of the maximum quantized depth value, Patch3dShiftMaxZ, which is obtained by the syntax element pdu_3d_shift_delta_max_z. However, the current spec does not specify any particular action relating the maximum depth value and the decoded values. The figure below shows the current depth processing pipeline.
[image: ]
Figure 1: Current depth processing in V-PCC
Due to artifacts in the encoding process, depth values could potentially have values that fall outside of the pre-determined depth range (between Patch3dShiftMinZ and Patch3dShiftMinZ + Patch3dShiftMaxZ, or Patch3dShiftMinZ and Patch3dShiftMinZ - Patch3dShiftMaxZ, depending on PatchProjectionMode). A clipping operation could benefit the reconstruction process, by bringing values back to the expected range. 
Another limitation of the spec is that the 2D nominal bit depth limits the range of possible depth values that can be decoded. However, the Patch3dShiftMinZ and Patch3dShiftMaxZ are values in the 3D bit depth space, which means that they could potentially describe a range of depth values that is larger than the maximum allowed range of 2D bit depth. Currently this is prevented by the patch creation process, but notice that this is an encoder issue, and the spec still allows to send values larger than the 2D range.
One way to tackle the above-mentioned issue is to add a clipping and a scaling operation in the depth processing pipeline. The figure below shows the proposed new blocks in green color. Noticed that they do not require any new syntax element and only affect the reconstructed values.
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Figure 2: Proposed new depth processing pipeline

2 Depth range scaling
The proposed depth range scaling in V-PCC was inspired by contribution m49342, which proposes depth scaling for MIV patches. In their document, three new syntax elements are proposed, a flag to indicate the scaling of the depth, the offset and the scale. Using V-PCC syntax, one could interpret the flag as our current flag asps_normal_axis_max_delta_value_enable_flag , the offset as the syntax element Patch3dShiftMinZ, and the scale as derived in the following manner:
patch_depth_scale =  ((Max(Patch3dShiftMaxZ, 2gi_geometry_nominal_2d_bitdepth_minus1+1 ) + 2gi_geometry_nominal_2d_bitdepth_minus1+1 – 1) >> (gi_geometry_nominal_2d_bitdepth_minus1+1))
3   Depth range clipping
In the current TMC2, depth values are obtained by simply offsetting the decoded depth value with the given syntax element Patch3dShiftMinZ. If the syntax element Patch3dShiftMaxZ is present, the decoded values can be further clipped within the patch range, determined by either Patch3dShiftMinZ + Patch3dShiftMaxZ, or Patch3dShiftMinZ - Patch3dShiftMaxZ, depending on PatchProjectionMode. Notice that currently clipping is done to avoid negative values of z only.
4 V-PCC spec modification
The current proposal modifies the following sections of the latest CD spec (release 40, distributed through the reflector in September 30th):
· Sections 8.4.4.1: Added variable to read the maximum value in the patch
· Section 9.4.6: Modified the reconstruction process for depth by adding the clipping and scaling stages.
Modifications are highlighted in green below.
8.4.4.1 [bookmark: _Ref991397][bookmark: _Ref18619199][bookmark: _Toc19036215]Decoding process for patch units coded in intra mode 
Input to this process is the current patch index, p.
The following patch related variables are first assigned given the parsed elements in the patch data unit:
[bookmark: _Hlk19701077]	Patch2dShiftX[ p ] = pdu_2d_shift_x[ p ] * PatchPackingBlockSize	(8‑6)
	Patch2dShiftY[ p ] = pdu_2d_shift_y[ p ] * PatchPackingBlockSize	(8‑7)
	Patch3dShiftX[ p ] = pdu_3d_shift_x[ p ] 	(8‑8)
	Patch3dShiftY[ p ]= pdu_3d_shift_y[ p ] 	(8‑9)
	Patch3dShiftMinZ[ p ] = Pdu3dShiftMinZ [ p ] 	(8‑10)
	Patch3dShiftMaxZ[ p ] = Pdu3dShiftMaxZ [ p ] 	(8‑11)
	PatchAxisZ[ p ] = PduProjectionPlane[ p ] % 3  	(8‑11)
	PatchProjectionMode[ p ] = PduProjectionPlane[ p ] / 3	(8‑12)
	PatchOrientationIndex[ p ] = pdu_orientation_index[ p ] 	(8‑13)
	PatchLod[ p ] = pdu_lod[ p ]	(8‑14)
	Patch45degreeProjectionRotationAxis[ p ] = Pdu45degreeProjectionRotationAxis[ p ]	(8‑15)
Then the variables Patch2dSizeX[ p ] and Patch2dSizeY[ p ] are derived as follows:
If p is equal to 0, then:
	Patch2dSizeX[ p ] = pdu_2d_delta_size_x[ p ] * PatchPackingBlockSize	(8‑16)
	Patch2dSizeY[ p ] = pdu_2d_delta_size_y[ p ] * PatchPackingBlockSize	(8‑17)
Otherwise, if (p > 0), then:
	Patch2dSizeX[ p ] = Patch2dSizeX[ p – 1 ] + pdu_2d_delta_size_x[ p ] * PatchPackingBlockSize	(8‑18)
	Patch2dSizeY[ p ] = Patch2dSizeY[ p – 1 ] + pdu_2d_delta_size_y[ p ] * PatchPackingBlockSize	(8‑19)
Finally, the variables PatchAxisX[ p ] and PatchAxisY[ p ] are derived as follows:
–	If PatchAxisZ[ p ] is equal to zero, PatchAxisX[ p ] is assigned a value of 2 and PatchAxisY[ p ] is assigned a value of 1. 
–	Otherwise, if PatchAxisZ[ p ] is equal to 1, PatchAxisX[ p ] is assigned a value of 2 and PatchAxisY[ p ] is assigned a value of 0.
–	Otherwise (PatchAxisZ[ p ] is equal to 2) PatchAxisX[ p ] is assigned a value of 0 and PatchAxisY[ p ] is assigned a value of 1
All these variables are set as the output of this process.
for (d = 0; d < 3; d++) {
PatchScaleOnAxis[ p ][ d ] = gpp_geometry_patch_scale_on_axis[ d ]
PatchOffsetOnAxis[ p ][ d ] = gpp_geometry_patch_offset_on_axis[ d ]
PatchRotationOnAxis[ p ][ d ] = gpp_geometry_patch_rotation_on_axis[ d ]
}
for (i = 0; i < ai_attribute_count; i++) {
	attributeDimension = ai_attribute_dimension_minus1[ i ] + 1
for (j = 0; j < attributeDimension; j++) {
PatchAttributeScale[ p ][ i ][ j ] = app_attribute_patch_scale[ i ][ j ]
PatchAttributeOffset[ p ][ i ][ j ] = app_attribute_patch_offset[ i ][ j ]
}
}
PatchPointSizeInfo[ p ] = gpp_geometry_patch_point_size_info_minus1 + 1
PatchPointShapeInfo[ p ] = gpp_geometry_patch_point_shape_info
9.4.6 Reconstruct 3D point position
The inputs to this process are:
· patch coordinates (u, v)
· atlas coordinates (x, y)
· patch index p, and
· mapIdx, the map index
· depth value D.
The output of this process is a vector, pos, of dimension 3.
The following steps apply:
· pos[ PatchAxisX[ p ] ] = ( u + Patch3dShiftX[ p ] ) * PatchLod[ p ]
· pos[ PatchAxisY[ p ] ] = ( v + Patch3dShiftY[ p ] ) * PatchLod[ p ] 
· The coordinate corresponding to the normal axis is derived as follows:
· Scaling of the depth value is done in the following manner:
· rangeScale[ p ] = (Max(Patch3dShiftMaxZ [ p ], (1 << (gi_geometry_nominal_2d_bitdepth_minus1)) + (1 << (gi_geometry_nominal_2d_bitdepth_minus1))- 1) ) >> (gi_geometry_nominal_2d_bitdepth_minus1+1);
D_scale = D * rangeScale[ p ]
· Clipping of the depth value is obtained in the following manner:
D_clip = Clip(D_scale, Patch3dShiftMaxZ[ p ])
· If PatchProjectionMode[ p ] is equal to 1,
· If(D_clip > Patch3dShiftMinZ [ p ])
D_clip = Patch3dShiftMaxZ[ p ]
· Adding the offset is done in the following manner: 
· If PatchProjectionMode[ p ] is equal to 0,
pos[ PatchAxisZ[ p ] ] = (D_clip + Patch3dShiftMinZ[ p ] ) * PatchLod[ p ]
· Otherwise (PatchProjectionMode[ p ] is equal to 1),
pos[ PatchAxisZ[ p ] ] = (Patch3dShiftMinZ[ p ] - D_clip ) * PatchLod[ p ]
 
5 Simulation results
In the tale below, we present the results of the CTC condition for 32 frames, using the new depth processing pipeline. For these simulations, only clipping will influence the result, since the patch generation process does not create any patch with range larger than the 2D nominal bit depth. We can see from the results below that enabling the clipping operation has a minor effect on compression efficiency, as confirmed by the initial proposal.
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	C2_ai
	lossy geometry, lossy attributes [all intra]

	
	
	Geom. BD‑TotGeomRate [%]
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotalRate [%]
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	CW_ld
	lossless geometry, lossless attributes [inter, low delay]
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	C2_ra
	lossy geometry, lossy attributes [inter, random access]
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In the simulation below, we provide results when setting the 2D nominal bit depth to 7 instead of 8. In this case, some patches will exceed the allowed range, and the depth range will be compressed by the proposed scheme. 
	C2_ai — lossy geometry, lossy attributes [all intra]
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Class
	Sequence
	Tot.Geom bpip ratio [%]
	Shift in duppoint ratio [pp]
	Shift in G:T bits ratio [pp]
	Shift in G:T bits ratio [pp]
	Geom. BD‑TotGeomRate [%]
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotalRate [%]
	End-to-End BD‑TotalRate [%]

	
	
	
	
	
	
	D1
	D2
	Luma
	Chroma Cb
	Chroma Cr
	D1
	D2
	Luma
	Chroma Cb
	Chroma Cr

	cat2-A
	8ivfbv2_loot_vox10
	88.4%
	0%
	-3%
	-3%
	56.5%
	85.2%
	8.8%
	4.3%
	5.0%
	219.8%
	329.4%
	1.0%
	-2.6%
	-2.2%

	 
	8ivfbv2_redandblack_vox10
	88.2%
	0%
	-3%
	-4%
	59.4%
	79.4%
	12.1%
	2.7%
	11.4%
	193.7%
	256.0%
	3.8%
	-3.6%
	3.1%

	 
	8ivfbv2_soldier_vox10
	89.0%
	0%
	-3%
	-3%
	50.1%
	61.3%
	13.1%
	1.7%
	2.7%
	202.5%
	245.1%
	5.1%
	-3.6%
	-2.8%

	 
	queen
	93.6%
	0%
	-2%
	-3%
	55.2%
	65.9%
	26.4%
	16.8%
	18.7%
	201.4%
	227.7%
	16.0%
	8.1%
	9.0%

	cat2-B
	8ivfbv2_longdress_vox10
	85.4%
	0%
	-3%
	-3%
	89.4%
	108.3%
	26.8%
	6.0%
	9.7%
	488.9%
	579.6%
	19.3%
	1.8%
	4.8%

	
	Cat2-A average
	86.2%
	
	
	-3%
	55.3%
	72.9%
	15.1%
	6.4%
	9.4%
	204.4%
	264.5%
	6.5%
	-0.4%
	1.8%

	
	Cat2-B average
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	-3%
	89.4%
	108.3%
	26.8%
	6.0%
	9.7%
	488.9%
	579.6%
	19.3%
	1.8%
	4.8%



	C2_ra — lossy geometry, lossy attributes [inter, random access]
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Class
	Sequence
	Tot.Geom bpip ratio [%]
	Shift in duppoint ratio [pp]
	Shift in G:T bits ratio [pp]
	Shift in G:T bits ratio [pp]
	Geom. BD‑TotGeomRate [%]
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotalRate [%]
	End-to-End BD‑TotalRate [%]

	
	
	
	
	
	
	D1
	D2
	Luma
	Chroma Cb
	Chroma Cr
	D1
	D2
	Luma
	Chroma Cb
	Chroma Cr

	cat2-A
	8ivfbv2_loot_vox10
	91.8%
	0%
	-1%
	-3%
	89.5%
	111.7%
	11.2%
	8.9%
	9.6%
	183.4%
	229.2%
	-3.2%
	-6.0%
	-5.4%

	 
	8ivfbv2_redandblack_vox10
	88.1%
	0%
	-2%
	-4%
	67.6%
	88.3%
	9.7%
	1.8%
	8.2%
	154.1%
	201.8%
	-3.3%
	-8.6%
	-4.4%

	 
	8ivfbv2_soldier_vox10
	96.0%
	0%
	-1%
	-3%
	66.8%
	74.6%
	18.1%
	6.5%
	13.1%
	157.2%
	176.0%
	4.0%
	-3.9%
	-0.3%

	 
	queen
	96.6%
	0%
	-1%
	-2%
	62.1%
	82.0%
	29.0%
	25.5%
	22.0%
	193.9%
	241.7%
	14.5%
	10.9%
	8.3%

	cat2-B
	8ivfbv2_longdress_vox10
	85.0%
	0%
	-4%
	-5%
	103.0%
	123.6%
	25.3%
	7.9%
	11.1%
	504.0%
	616.0%
	10.0%
	-2.1%
	0.1%

	
	Cat2-A average
	87.0%
	
	
	-3%
	71.5%
	89.1%
	17.0%
	10.7%
	13.2%
	172.2%
	212.1%
	3.0%
	-1.9%
	-0.5%

	
	Cat2-B average
	79.9%
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	103.0%
	123.6%
	25.3%
	7.9%
	11.1%
	504.0%
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	0.1%


Notice that the the performance is worst, but the rate points also shifted down, as shown in the graphic below for longdress sequence. Further subjective analysis shows that the point cloud has a very distinct artifact, where regions of the 3D space are empty due to quantization (see figure below). We suggest that a procedure like PLR could improve quality, while still maintaining the low bitrate.
[image: ]
Figure 3: Longdress sequence, R5, using 2D nominal bit depth = 7 bits
6 [bookmark: _GoBack]Conclusion
Here we propose a reconstruction method for depth that considers the maximum value already present in the V-PCC syntax. The proposal does not add any new syntax elements, just uses the currently available ones to perform depth range clipping and scaling whenever necessary. The proposal has minimal impact in the current CTC conditions, and can address the case where we have patches with range larger than specified by the codec. This situation is useful for patches that carry depth in camera view space instead of world space and could potentially have depth range values that are larger than the currently specified bit depth.
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