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Abstract

In this contribution, the early termination method for transform domain prediction of RAHT is proposed to reduce coding time on it. It provides the function to disable the prediction in every 8 encoding nodes based on the valid number of neighbour parent nodes. The proposed method shows about 20% speed up without any significant loss of coding efficiency, especially RAHT C1 condition.
Introduction

The transform domain prediction was introduced to improve coding efficiency on RAHT in previous meeting [1]. And the flag “rahtPredictionEnabled” was also implemented into TMC13v7 to control if the prediction is activated or not in a slice level. Table 1 shows the result of TMC13v7 RAHT with rahtPredictionEnabled = 0 compared to rahtPredictionEnabled = 1. Obviously, the prediction produces more than 30% gain for attribute coding while the coding time is increased, especially about 2 times in C1 condition. It would be desired to reduce the coding time and introduce more flexible control function on it. Detailed result is included in the attached excel sheet (pcc-tmc3v7.0_octree_raht_pred1_vs_raht_pred0.xlsm).

[bookmark: _Ref21116042]Table 1: Summarized result of RAHT with rahtPredictionEnabled = 0 compared to RAHT with rahtPredictionEnabled = 1
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Proposed Method

In the transform domain prediction, 19 neighbour parent nodes are used to create the prediction value for the encoding target nodes (child nodes) of the center node (Figure 1). The accuracy of the prediction would be better in the denser point cloud like cat1 contents because the number of valid neighbour parent nodes is large. As the result, the coding efficiency is more significant in cat1 content compared to cat3 sparse contents (Table 1). 
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[bookmark: _Ref21118561]Figure 1: 19 neighbour parent nodes to create prediction value
[bookmark: _Ref510803328]
Based on this feature, we introduce the early termination function for the transform domain prediction to reduce the coding time on it. In this function, we calculate the following two parameters in every 8 child nodes. 

· NumValidP: total number of valid neighbour parent node
· NumValidGP: total number of valid neighbour grandparent node
· 
Then, the prediction would be disable in case that either NumValidP or NumValidGP is less than threshold. It means that the prediction is terminated when the number of valid neighbour nodes becomes small. 
Figure 2 shows the example of the transform domain prediction and parameter definition of this proposal. In initial test, we set the threshold TH1 equal to 2 and TH2 equal to 6.
Figure 3 shows the proposed flow to disable the prediction in every encoding 8 nodes. At first, NumValidGP is checked if it is larger than TH1 (= 2) before finding neighbour parent nodes. Then if it true, the neighbour parent nodes are searched and the value of NumValidP is calculated. In this flow, if either NumValidGP or NumValidP is less than TH1 or TH2 respectively, the prediction is disable and target 8 node is encoded without it. Otherwise, it is encoded with prediction.
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[bookmark: _Ref21120407]Figure 2: example of the transform domain prediction and parameter definition in this proposal
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[bookmark: _Ref21120409]Figure 3: proposed flow to disable transform domain prediction

Experimental results

Proposed method was implemented on TMC13v7 software and tested RAHT conditions in CTC. The computing platform is Linux 64bits and the executables were compiled on 64-bit Linux with gcc 5.4.2. 
Table 2 shows the result of this proposal. It showed about 20% speed up without any significant loss of coding efficiency, especially C1 condition. It means that proposed early termination for the transform domain prediction could keep the high coding efficiency with lower coding time compared to original full prediction method. Detailed result is included in the attached excel sheet (pcc-tmc3v7.0_octree_raht_pred1_vs_m51374). 

[bookmark: _Ref21122449]Table 2: Summarized result of this proposal compared to RAHT with rahtPredictionEnabled = 1 
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Conclusion 

In this contribution, the early termination method for transform domain prediction of RAHT was proposed to reduce coding time on it. It provided the function to disable the prediction in every 8 encoding nodes based on the valid number of neighbour parent nodes. The proposed method showed about 20% speed up without any significant loss of coding efficiency, especially RAHT C1 condition. Based on this result, it is recommended that proposed approach be evaluated in next CE activity.
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