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1 Abstract

In CE13.28, the early termination method for transform domain prediction of RAHT was evaluated. The result showed about 15% speed up without any significant loss of coding efficiency, especially RAHT C1 condition. Moreover, it was confirmed that the coding performance and computation time could be controlled by changing prediction threshold properly. 

2 Evaluated method
m51374: [new proposal] Early termination for transform domain prediction of RAHT [1]
The transform domain prediction was introduced to improve coding efficiency on RAHT in 127th MPEG meeting [2]. The prediction method produces more than 20% gain for attribute coding while the coding time is increased, especially about 2 times in C1 condition (Table 2). It would be desired to reduce the coding time and introduce more flexible control function on it. 
[bookmark: _Ref510803328]In the transform domain prediction, 19 neighbour parent nodes are used to create the prediction value for the encoding target nodes (child nodes) of the center node. The accuracy of the prediction would be better in the denser point cloud like cat1 contents because the number of valid neighbour parent nodes is large. As the result, the coding efficiency is more significant in cat1 content compared to cat3 sparse contents. 
Based on this feature, m51374 introduces the early termination function for the transform domain prediction to reduce the coding time on it. In this function, the following two parameters in every 8 child nodes are calculated.
· NumValidP: total number of valid neighbour parent node
· NumValidGP: total number of valid neighbour grandparent node
Then, the prediction will be disable in case that either NumValidP or NumValidGP is less than threshold. It means that the prediction is terminated when the number of valid neighbour nodes becomes small. 
Figure 1 shows the example of the transform domain prediction and parameter definition on m51374. In initial test, the threshold TH1 equal to 2 and TH2 equal to 6 are set.
Figure 2 shows the decision flow to disable the prediction in every encoding 8 nodes. At first, NumValidGP is checked if it is larger than TH1 (= 2) before finding neighbour parent nodes. Then if it true, the neighbour parent nodes are searched and the value of NumValidP is calculated. In this flow, if either NumValidGP or NumValidP is less than TH1 or TH2 respectively, the prediction is disable and target 8 node is encoded without it. Otherwise, it is encoded with prediction.
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[bookmark: _Ref21120407]Figure 1: example of the transform domain prediction and parameter definition in m51374
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[bookmark: _Ref21120409]Figure 2: decision flow to disable transform domain prediction

The following is proposed syntax modification based on [3]. The yellow highlighted part would be suggested to be added to the section 7.3.2.4. Two syntax parameters raht_prediction_threshold0 and raht_prediction_threshold1 in APS are introduced as threshold TH1 and TH2 respectively to control termination of RAHT prediction.
7.3.2.4	Attribute parameter set syntax
	attribute_parameter_set( ) {
	Descriptor

		aps_attr_parameter_set_id
	ue(v)

		aps_seq_parameter_set_id
	ue(v)

		attr_coding_type
	ue(v)

		aps_attr_initial_qp
	ue(v)

		aps_attr_chroma_qp_offset
	se(v)

		aps_slice_qp_delta_present_flag
	u(1)

		LodParametersPresent = ( attr_coding_type  = =  0 | | attr_coding_type  = =  2 ) ? 1 : 0
	

		if( LodParametersPresent) {
	

			lifting_num_pred_nearest_neighbours
	ue(v)

			lifting_search_range_minus1
	ue(v)

			lifting_num_detail_levels_minus1 
[Ed. The V7.0 code use the variable without minus1. It should be aligned]
	ue(v)

			for( k = 0; k < 3; k++ )
	

				lifting_neighbour_bias[ k ]
	ue(v)

			if ( attr_coding_type  = =  2 )
	

				lifting_scalability_enabled_flag
	u(1)

			if ( ! lifting_scalability_enabled_flag ) {
	

				lifting_lod_regular_sampling_enabled_flag
	u(1)

				for( idx = 0; idx <= num_detail_levels_minus1; idx++ ) {
	

					if ( lifting_lod_decimation_enabled_flag )
	

						lifting_sampling_period[ idx ]
	ue(v)

					else
	

						lifting_sampling_distance_squared[ idx ]
	ue(v)

				}
	

			}
	

			if( attr_coding_type  = =  0 ) {
	

				lifting_adaptive_prediction_threshold
	ue(v)

				lifting_intra_lod_prediction_num_layers
	ue(v)

				lifting_max_num_direct_predictors
	ue(v)

				inter_component_prediction_enabled_flag
	u(1)

			}
	

		}
	

		if( attribute_coding_type  = =  1 ) { //RAHT
	

			raht_prediction_enabled_flag
	u(1)

			if (raht_prediction_enabled_flag) {
	

				raht_prediction_threshold0
	ue(v)

				raht_prediction_threshold1
	ue(v)

			}
	

			raht_depth_minus1
	ue(v)

		}
	

		aps_extension_present_flag
	u(1)

		if( aps_extension_present_flag )
	

			while( more_data_in_byte_stream( ) )
	

				aps_extension_data_flag
	u(1)

		byte_alignment( )
	

	}
	



7.4.2.4	Attribute parameter set semantics
raht_prediction_threshold0 specifies the thredhold to terminate the transform weight prediction from neighbour points. The value of raht_prediction_threshold0 shall be in the range of 0 to xx.
raht_prediction_threshold1 specifies the thredhold to skip the transform weight prediction from neighbour points. The value of raht_prediction_threshold1 shall be in the range of 0 to xx.

3 Experimental results
CE13.28 method was implemented on TMC13v8 software and evaluated under RAHT conditions in CTC. The computing platform is Linux 64bits and the executables were compiled on 64-bit Linux with gcc 5.4.2. 
Table 2 shows the result of CE13.28 compared to RAHT with full prediction (CTC setting). It showed about 15% speed up without any significant loss of coding efficiency, especially C1 condition. It was confirmed that CE13.28 early termination for the transform domain prediction could keep the high coding efficiency with lower coding time compared to original full prediction method. Detailed result is included in the attached excel sheet (1_pcc-tmc3v8.0_octree_raht_vs_CE13.28_th0=2_th1=6.xlsm).

[bookmark: _Ref21122449]Table 1: Summarized result of CE13.28 method with raht_prediction_threshold0 = 2 and raht_prediction_threshold1 = 6 compared to RAHT full prediction (CTC setting)
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Table 2 shows the result of RAHT with full prediction (CTC setting) compared to RAHT without prediction. Table 3 and Table 4 show the results of CE13.28 method with raht_prediction_threshold0 = 2 and raht_prediction_threshold1 = 6 and raht_prediction_threshold0 = 3 and raht_prediction_threshold1 = 6, respectively. It was observed that the coding performance and computation time could be controlled by changing prediction threshold properly. Detailed result is included in the attached excel sheet (2_pcc-tmc3v8.0_octree_raht_PredictionEnabled=0_vs_PredictionEnabled=1.xlsm, 3_pcc-tmc3v8.0_octree_raht_PredictionEnabled=0_vs_CE13.28_th0=2_th1=6.xlsm, 4_pcc-tmc3v8.0_octree_raht_PredictionEnabled=0_vs_CE13.28_th0=3_th1=6.xlsm).
Figure 3 and Figure 4 show the statistics on the number of skipped or terminated prediction in each RAHT level in case of raht_prediction_threshold0 = 2 and raht_prediction_threshold1 = 6. It was observed that RAHT prediction was terminated at the middle RAHT level in some contents, especially cat 3 content. Because there is no significant loss on coding performance in these cases, the early termination method of RAHT prediction seems to does work well.
[bookmark: _Ref29423063]Table 2: Summarized result of RAHT full prediction method compared to RAHT prediction off
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[bookmark: _Ref29424508]Table 3: Summarized result of CE13.28 method with raht_prediction_threshold0 = 2 and raht_prediction_threshold1 = 6 compared to RAHT prediction off
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[bookmark: _Ref29424512]Table 4: Summarized result of CE13.28 method with raht_prediction_threshold0 = 3 and raht_prediction_threshold1 = 6 compared to RAHT prediction off
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[bookmark: _Ref29425097]Figure 3: Number of skipped / terminated RAHT prediction in each level for cat1 
with raht_prediction_threshold0 = 2 and raht_prediction_threshold1 = 6
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[bookmark: _Ref29425100]Figure 4: Number of skipped / terminated RAHT prediction in each level for cat3 
with raht_prediction_threshold0 = 2 and raht_prediction_threshold1 = 6

4 Conclusion 
In this contribution, we evaluated the early termination method for transform domain prediction of RAHT. The result showed about 15% speed up without any significant loss of coding efficiency, especially RAHT C1 condition. Moreover, it was confirmed that the coding performance and computation time could be controlled by changing prediction threshold properly. Based on this result, it is recommended that CE13.28 method be adopted in next G-PCC specification and TMC13 software.
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Cat3-frame average -1.2%

Overall average 0.3% 0.2% 0.3% -0.7%

Avg. Enc Time [%]

Avg. Dec Time [%]

Luma Chroma Cb Chroma Cr Reflectance D1 D2

Cat1-A average 0.2% 0.1% 0.0% 0.0% 0.0%

Cat1-B average 0.2% 0.4% 0.4% 0.0% 0.0%

Cat3-fused average 0.1% 0.1% -0.1% 0.2% 0.0% 0.0%

Cat3-frame average -1.0% 0.0% 0.0%

Overall average 0.2% 0.3% 0.2% -0.6% 0.0% 0.0%

Avg. Enc Time [%]

Avg. Dec Time [%]

98%

96%

86%

84%

C2_ai

lossy geometry, lossy attributes [all intra]

End-to-End BD‑AttrRate [%] Geom. BD‑

C1_ai

lossless geometry, lossy attributes [all intra]

End-to-End BD‑AttrRate [%]


image4.emf
Luma Chroma Cb Chroma Cr Reflectance

Cat1-A average -31.6% -31.1% -32.0%

Cat1-B average -15.4% -20.1% -19.7%

Cat3-fused average 0.6% -1.1% -1.2% -6.4%

Cat3-frame average 0.1%
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Cat1-A average -16.3% -16.5% -16.6%

Cat1-B average -3.3% -4.6% -4.4%
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Cat1-A average -3.5% -3.7% -3.8% 0.0% 0.0%

Cat1-B average -4.6% -6.0% -5.7% 0.0% 0.0%

Cat3-fused average -3.8% -2.2% -2.1% -5.0% 0.0% 0.0%

Cat3-frame average -2.7% 0.0% 0.0%

Overall average -4.1% -4.7% -4.6% -3.4% 0.0% 0.0%

Avg. Enc Time [%]

Avg. Dec Time [%]
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C2_ai

lossy geometry, lossy attributes [all intra]

End-to-End BD‑AttrRate [%] Geom. BD‑TotGeomRate [%]

C1_ai

lossless geometry, lossy attributes [all intra]

End-to-End BD‑AttrRate [%]
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