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Abstract

[bookmark: _Hlk37229447]In this contribution, small modifications are proposed for predictive tree encoding process in current EE13.8 software. The modifications include switching to enable or disable coding number of duplicate points, remove sign bit coding for residual of direct coding and clipping method for predictor. It also proposes a method to improve bit count coding. The cumulative approaches show improvement for coding performance under C2 conditions, as well as some improvements for geometry compression ratio under CW conditions compared to EE13.8 software.

Introduction
This contribution contains the following 3 modifications on predictive geometry coding which is evaluated in EE13.8 [1] and their results:

1. switch to enable or disable coding the number of duplicate points,
2. remove sign bit coding for residual of direct coding
3. and clipping method for predictor

This is followed by the proposal 4 to improve bit count coding and its result.

[bookmark: _Hlk37697291]The proposed method and the cumulative results by these modifications will be presented with slice partition and predictive tree partitioning variations in the final part of this contribution.
[bookmark: _Hlk37658178]Proposal 1: Switching to enable or disable coding the number of duplicate points
Description & Implementation

[bookmark: _Hlk37407518]In current EE13.8 software [2], the function to encode the number of duplicated points is always invoked no matter whether duplicate points in the point cloud are included in the input point cloud. 

To avoid it, our modification uses existing mergeDuplicatedPoints parameter, set in the encoder configuration file, to signal the status of the unique_points_flag. The encodeNumDuplicatePoints function in the predictive tree encoding process, which encodes the number of duplicate points at the encoder, will only be invoked when the unique_points_flag is set to 0. The number of duplicate points will be decoded at the decoder side only if the decoded unique_points_flag is equal to 0.

Avoiding encoding the number of duplicated points can improve coding performances under C2 conditions in CTC with where lossy geometry option is allowed, because all duplicated points are merged before encoding and the unique_points_flag is always set to 1.

Result

[bookmark: _Hlk37158321]The baseline is set to EE13.8 with slice-partition-framework divided into slices where each slice is limited to 1024 points for low delay applications. The comparing simulation result is run under C2 and CW conditions in CTC with slice partitioning maximum points limit set at 1024. 

[bookmark: _Hlk37327275]The C2 and CW conditions simulation results for anchor vs switching to enable or disable coding the number of duplicate points with input sorted by Azimuth implementation with slice maximum points set to 1024, are as shown in Table 1-1.
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[bookmark: _Hlk37662458]Table 1-1: Proposal 1 compared to EE13.8 software with slice=1024 and azimuth pre-sorting
[bookmark: _Hlk37676020][bookmark: _Hlk37697023]It can be seen from the results that the simple modification of providing the function to switch to enable or disable coding the number of duplicate points, shows improvement for coding performance under C2 conditions with overall average of -0.4% with no side effects under C2 conditions in CTC with limited points slice partitioning of slice=1024 applied.

[bookmark: _Hlk37689852]Proposal 2: Remove Sign Bit coding for Residual of Direct Coding
Description & Implementation

In current EE13.8 software, there are 4 possible prediction geometry modes:

Mode 0: None,
Mode 1: Delta prediction,
Mode 2: Linear 2 prediction and
Mode 3: Linear 3 prediction

In the case of Mode 0, the point will be directly coded as the residual value during the encode geometry tree process since there is no prediction involved. The residual value for Mode 0 case will always be positive as the input points to the prediction geometry tree generation process are normalized values.

Our modification excludes the coding of sign bit when prediction mode is Mode 0, during encoding of residual, resulting in one bit saving.

At the decoder side, when the decoded prediction mode is Mode 0, the decoder will infer that the sign bit always 1 to indicate positive residual value.
Result

The baseline is set to EE13.8 with slice-partition-framework divided into slices where each slice is limited to 1024 points for low delay applications. The comparing simulation result is run under C2 and CW conditions in CTC with slice partitioning maximum points limit set at 1024 as shown in Table 2-1.
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[bookmark: _Hlk37689516]Table 2-1: Proposal 2 compared to EE13.8 software with slice=1024 and azimuth pre-sorting

From the summarized results, the impact percentages from removing sign bit coding for residual of direct coding does not look significant.

However, if we examine the differential between geometry of anchor and that with modifications under CW conditions for cat1-A, cat1-B and cat3 in CTC as shown in Table 2-1, Table 2-2 and Table 2-3 respectively, we can observe some impact.
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Table 2-2
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Table 2-3
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[bookmark: _Hlk37696744]Table 2-4
The result shows that removal of sign bit encoding for residual of direct coding does contribute to considerable amount of bit savings since point cloud typically contains many points.

[bookmark: _Hlk37696827]Proposal 3: Clipping Method for Predictor
Description & Implementation

In current EE13.8 software, the calculation of prediction is unbounded, especially in case of prediction mode 2 and 3. This may lead to errors when the calculated prediction value exceeds geometry bit-depth of the input point cloud, e.g. 32bits.

Our modification performs clipping on the calculated prediction value so that the predicted value will be bounded within 0 to the geometry bit depth of the point cloud in their respective axis as shown in Figure 1. In the current implementation, geometry bit-depth of each axis in a slice is calculated based on bounding box and this bit-depth is encoded in the slice header to do same clipping process in the decoder side.

  for (int n = 0; n < 3; n++) {
    pred[n] = std::max(std::min(pred[n], (1 << geom_bit_depth[n]) - 1), 0);
  }

Figure 1
Result

The baseline is set to EE13.8 with slice-partition-framework divided into slices where each slice is limited to 1024 points for low delay applications. The comparing simulation result is run under C2 and CW conditions in CTC with slice partitioning maximum points limit set at 1024. 

The C2 and CW conditions simulation results for anchor vs prediction clipping implementation with slice maximum points set to 1024, are as shown in Table 3-1.
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Table 3-1: Proposal 3 compared to EE13.8 software with slice=1024 and azimuth pre-sorting
The result shows that our clipping method for prediction does not introduce any undesired side-effects under CW conditions in CTC with limited points slice partitioning of slice=1024 applied. This will prevent prediction values overflow and underflow issues that may be encountered when testing larger point cloud dataset in the future.
[bookmark: _Hlk37709705][bookmark: _Hlk37697201]Proposal 4: Improved Bit Count Coding
Description & Implementation

In current encoding of residuals of X, Y and Z axis, there is a bit count process that first computes numBits, the number of bits need to encode the absolute value of the 32 bits residual for each axis. The residual for each axis is then arithmetic encoded using fixed context switching based on fixed 32bits as shown in Figure 2.

    _aec->encode(numBits & 1, ctxs[0]);
    _aec->encode((numBits >> 1) & 1, ctxs[1 + (numBits & 1)]);
    _aec->encode((numBits >> 2) & 1, ctxs[3 + (numBits & 3)]);
    _aec->encode((numBits >> 3) & 1, ctxs[7 + (numBits & 7)]);
    _aec->encode((numBits >> 4) & 1, ctxs[15 + (numBits & 15)]);

[bookmark: _Hlk37696334]Figure 2

[bookmark: _Hlk37709646]Our modification considers the bit depth of the point cloud in each axis so that context switching is based on bit depth of the point cloud in their respective axis rather than fixed to 32 bits as shown in Figure 3.

    int resi_bit_cnt = ceillog2(uint32_t(geom_bit_depth[k] + 1));
    for (int n = 0; n < resi_bit_cnt; n++) {
      _aec->encode((numBits >> n) & 1, ctxs[(1<<n) - 1 + (numBits & ((1 << n) - 1))]);
    }

Figure 3

[bookmark: _Hlk37696441][bookmark: _Hlk37696459]The bit depth of the point cloud is stored as geom_bit_depth variable in GeometryBrickHeader and encoded into the bitstream, so that it can be decoded for use to determine the residual bit count that controls the amount of context switching for arithmetic decoding at the decoder side.

Result

The baseline is set to EE13.8 with slice-partition-framework divided into slices where each slice is limited to 1024 points for low delay applications. The comparing simulation result is run under C2 and CW conditions in CTC with slice partitioning maximum points limit set at 1024. 

The C2 and CW conditions simulation results for anchor vs that from improved bit count coding with input sorted by Azimuth implementation with slice maximum points set to 1024, are as shown in Table 4-1.
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Table 4-1: Proposal 4 compared to EE13.8 software with slice=1024 and azimuth pre-sorting
The result shows that bit count coding shows significant improvement for coding performance under C2 conditions with overall average of -3.2%. In addition, there is slight improvement observed for geometry compression ratio under CW conditions.

Cumulative Result
The baseline is set to EE13.8 with slice-partition-framework divided into slices where each slice is limited to 1024 points for low delay applications. The comparing simulation result is run under C2 and CW conditions in CTC with slice partitioning maximum points limit set at 1024. 

The C2 and CW conditions simulation results for anchor vs that cumulated from our modifications and methods described in previous sections are as shown in Table 5-1.

[image: ]

[image: ]

Table 5-1: Proposal 1+2+3+4 compared to EE13.8 software with slice=1024 
and azimuth pre-sorting
The results from our modifications and proposed method shows further improvement for coding performance under C2 conditions with overall average of -3.7% compared to the overall average of -3.2% reported in previous section using bit count coding only. In addition, there is a small improvement observed for overall average geometry compression ratio under CW conditions.

Additional Testing Result
Additional Testing Variations

We started testing our modifications under C2 and CW conditions in CTC with slice-partition-framework divided into slices where each slice is limited to 1024 points for low delay applications. We performed further testing with different slice and tree partitioning variations to understand how our modifications would fare under these test conditions.

Slice Partitioning Variation Result

[bookmark: _Hlk37709957]The C2 and CW conditions simulation results for anchor vs that cumulated from our modifications and methods with slice=512 are as shown in Table 6-1.
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Table 6-1: Proposal 1+2+3+4 compared to EE13.8 software with slice=512 
and azimuth pre-sorting
The result shows even greater coding performance under C2 conditions with overall average of -5.1% compared to the overall average of -3.7% reported in previous section with slice=1024. It is considered that this improvement is mainly gotten by the smaller dimension slices leading to lower bit count coding in proposal 4.

Conversely if we test for slice=0 under C2 and CW conditions, we obtained simulation results for anchor vs that cumulated from our modifications and methods as shown in Table 6-2.


[bookmark: _Hlk37711347]
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Table 6-2: Proposal 1+2+3+4 compared to EE13.8 software with slice=0 and azimuth pre-sorting
The result shows worst coding performance under C2 conditions with overall average of -1.0% compared to the overall average of -3.7% reported in previous section with slice=1024. It is considered that this degradation is caused by the larger dimension leading to higher count coding in proposal 4.

Tree Partitioning Variation Result

The comparing simulation result is run under C2 and CW conditions in CTC with slice partitioning set to 0 with tree=1024 and tree=512. 

The C2 and CW conditions simulation results for anchor vs that cumulated from our modifications and methods with tree=1024 and tree=512 are as shown in Table 6-3 and Table 6-4.
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Table 6-3: Proposal 1+2+3+4 compared to EE13.8 software with slice=0, tree=1024 
and azimuth pre-sorting
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Table 6-4: Proposal 1+2+3+4 compared to EE13.8 software with slice=0, tree=512 
and azimuth pre-sorting
The results show coding performance under C2 conditions with overall average of -1.0% in tree=1024 and tree=512 cases.

Conclusions 
[bookmark: _GoBack]In this contribution, we presented modifications which include switching function to enable or disable coding the number of duplicate points, remove sign bit coding for residual of direct coding and clipping method for predictor. We also presented a method to improve bit count coding.

Our cumulative approaches show improvement for coding performance under C2 conditions, as well as slight improvement for geometry compression ratio under CW conditions in CTC when the number of points per slice are reduced when points slice partitioning are applied.

Based on these results and small modification, it is recommended that the proposed methods be considered to be evaluated in next EE13.8 activity.
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