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[bookmark: _Hlk37170482]Abstract
In this contribution, we propose a method to orient the normals of a point cloud, for further mesh generation using screen poisson reconstruction. The current method is based on minimum spanning tree, and is subject to orientation flipping at certain parts of the image with high curvature, which generates an inconsistent normal vector field. The flipping of the normal direction may affect the mesh reconstruction stage, creating artifacts in the reconstructed mesh. Here we project the point cloud into a cubemap and identify the points projected in each face. Then we propose to orient the normal of those particular points according to the normal of the cube face. The remaining points not projected to the 6 cube faces have their normals oriented using a minimum spanning tree approach, with the previously oriented normals as anchors. Results show that the method is able to orient the normals of a point cloud in an outward-looking direction, and improve mesh reconstruction.
Normal orientation and mesh creation
[bookmark: _Hlk37175769]A popular method for surface reconstruction from points is the screened poisson surface reconstruction [1], also availabe in the Meshlab [2] and CloudCompare [3] software, and proposed in m53533 [4] to be used to convert point cloud into high resolution meshes. The method requires the point clouds to be oriented, that is, each point to have a normal value. Meshlab provides a tool to estimate point cloud normals in case they do not exist, namely the filter “Compute normals from point sets”. The normal at each point is obtained by fitting a plane to a set of neighboring points. The covariance method generates the tangent plane, and a vector perpendicular to the plane is the normal of the point. The normal is either the eigenvector w.r.t. smallest eigenvalue of the covariance matrix, or its negative value, both solutions are possible. The choice of the normal orientation is done so that normal of nearby points have a consistent orientation. To orient the normals of a point cloud, a minimum spanning tree algorithm [5] is applied. The algorithm propagates the orientation of normals along directions of low curvature in the data, flipping the normal in case it does not match the orientation of its neighbors. The algorithm may present some inconsistencies in areas with high curvature. In Figure 1b we can see that the same surface on the lady’s skirt presents opposite orientations. Screened Poisson Reconstruction may identify this as a boundary of the mesh, and create the artifacts as the one shown in Figure 1c.
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[bookmark: _Ref42704224]Figure 1: Longdress sequence normal estimation and surface reconstruction using Meshlab and CloudCompare

Normal orientation using cubemap projections
One common way to orient normals of point clouds is to use the direction of the camera that captured the point cloud, and orient the normal of the point according to the normal of the camera that captured that particular point. Orientation based on the viewpoint is also possible in Meshlab, however, the point clouds in our dataset do not have the capturing camera information. Furthermore, multiple cameras are used to fuse the points, and the algorithm available in Meshlab utilizes only a single viewpoint.
In order to use the viewpoint normal orientation aligment method with our dataset, we create six virtual cameras, positioned at the faces of the axis aligned bounding box, and orient the normals according to those 6 cameras. Additionaly, we align only the normals of visible points to the virtual cameras, that is, the points that are projected to the viewport of the virtual camera. In Figure 2 we show the points projected to the viewport of the described virtual cameras.The orientation of those points are then set to align with the opposite direction of the virtual camera viewing direction.
[image: ][image: ][image: ](a) (-1,0,0)						(b)	(0,-1,0)			(c)	(0,0,-1)
(d)	(1,0,0)						(e)	(0,1,0)			(f)	(0,0,1)

[bookmark: _Ref42704245]Figure 2: Cubemap projection of longdress point cloud

Once the orientation of those points are fixed, they will serve as references to orient the points of the point cloud that could not be projected to any virtual camera due to self-occlusion. Given that a reference point may be projected to multiple virtual cameras, and that the orientation of the point still may be wrong after projection, we apply a further step to smooth the orientation of the reference using other reference points in its neighborhood. Finally the normals of the remaining points are oriented using a minimum spanning tree approach. 
Since TMC2 package already has a class structure that is used to create normals for point cloud coding, we used the class, and extended the orientation function to include the cubemap projection. Furthermore, we created an independent application that reads a set of point clouds and generates the normals according to input parameters. The new application (PccAppNormalGenerator) is based on the PCCNormalsGenerator3 class. The configuration parameters of the class PCCNormalsGenerator3Parameters are used as input parameters for the new application, allowing us to control several aspects of the normal process generation, such as number of neighbors and smoothing iterations. Figure 3 shows a diagram of the described normal generation and orientation method.
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[bookmark: _Ref42704274]Figure 3: Diagram of normal generation and orientation using PccAppNormalGenerator
 
Experimental results
For the normal generation process, we used the PccAppNormalGenerator function, with default parameters, which are similar to the ones used for coding point clouds. However, the normal direction orientation uses the proposed cubemap projection. 


[bookmark: _Ref42704284]Figure 4: Normals shown as HSV color values. Middle is normals produced with Meshlab filter, picture to the right is the described method using cubemap projections.Lighter colors indicate normals in outward direction.
We show in Figure 4 a comparison of the normals generated with the described method and with available software, like Meshlab. Notice that Meshlab has different orientations for normals in the lady’s dress, some of the normals are pointing outwards, while others are pointing inwards. Poisson surface reconstruction interprets this as a boundary of the mesh, and creates the artifacts as previously shown in Figure 1c. With the consistent normal orientation, like the one created with our described method, screened poisson reconstruction is able to generate a mesh with better quality, as shown in Figure 5.
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[bookmark: _Ref42704290]Figure 5: Surface recosntruction result using the described normal generation method
Conclusion
· In this contribution, we presented the following:
· Created a new application (PccAppNormalGenerator) based on the PCCNormalsGenerator3 class. The configuration parameters of the class PCCNormalsGenerator3Parameters are used as input parameters for the new application, allowing us to control several aspects of the normal process generation, such as number of neighbors and smoothing iterations. The software can be easily integrated into the TMC2 software package
· Added a new normal orientation method based on cubemap projection
· Showed the efficiency of the method compared to other Normal generation methods from Meshlab and CloudCompare
· We suggest the group to add the normal generator application, and use it to generate normal for the point cloud in EE 2.6 (for mesh creation)
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