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1 Abstract
[bookmark: _Hlk52454632]In this contribution, bit count coding on quantization of prediction residual for predictive geometry coder, with angular mode disabled, is evaluated. The number of bits required to encode the prediction residuals will be reduced when quantization is enabled. The number of bits required when quantization is applied is calculated twice for every slice, with the first at the beginning of each slice and further refinement at node level during the prediction tree encoding process. The refinement is needed to cater to the quantization parameter changes from node quantization parameter offset updates. The results show improvement for coding performance under C2 conditions when both slice partitioning and quantization parameter offset are applied.

2 Introduction
In 131th MPEG online meeting, bit count coding was proposed and adopted after applying recommendations in m54674[1] and harmonization of m53538[2] with m53618[3] where bit count coding was implemented for coding of residual values for both predictive geometry and predictive geometry with angular coding mode on a version of the predictive geometry coder software[4].
[bookmark: _Hlk52470610]One of the changes introduced in this predictive geometry coding was the signaling of quantization parameter (qp) offsets to enable quantization of prediction residuals described in m54671[5]. In this contribution we evaluate the possibility of making further improvements by extending bit count coding, for predictive coding with geometry angular mode disabled, to take into consideration of quantization of prediction residuals, since quantization will reduce the number of bits that represents the prediction residual.



3 Description and Implementation
The predictive geometry encoding of slice process broadly involves initialization of variables to be used within the function, the generation of the geometry prediction tree and encoding of the generated tree as shown in Figure 1.

[image: ]
[bookmark: _Hlk37696334]Figure 1

Our proposal involves extending the bit count coding in m53538 by calculating the number of bits required when quantization is applied twice for every slice. The source code for the first calculation is shown in Figure 2. 

if (!gps.geom_angular_mode_enabled_flag) {
	int sliceQp = gbh.sliceQp(gps);
	QuantizerGeom quantizer(sliceQp);
	Vec3<int> quant_slice_max_value;
	Vec3<int> quant_slice_bit_depth;

	for (int k = 0; k < 3; k++) {
		quant_slice_max_value[k] = int32_t(quantizer.quantize((1 << gbh.rootNodeSizeLog2[k]) - 1));
		quant_slice_bit_depth[k] = ceillog2(std::max(1, quant_slice_max_value[k]));
		gbh.pgeom_resid_abs_log2_bits[k] = ceillog2(uint32_t(std::max(2, quant_slice_bit_depth[k] + 1)));
	}
}
Figure 2
[bookmark: _Hlk37696441]
The maximum quantized slice value is first calculated from root node size and quantized using slice qp. The quantized slice bit depth is calculated next using the maximum quantized slice value, with minimum clipped at 1 to prevent divide by zero during log operation. Lastly, the number of bits required to encode the prediction residual is then calculated and updated using the quantized slice bit depth value, with minimum clipped at 2 as the decrement loop counter for encoding the bit count shown in Figure 3 cannot begin with a value that is less than or equal to zero.

AdaptiveBitModel* ctxs = _ctxNumBits[ctxIdx][k] - 1;
for (int ctxIdx = 1, n = _pgeom_resid_abs_log2_bits[k] - 1; n >= 0; n--) {
auto bin = (numBits >> n) & 1;
_aec->encode(bin, ctxs[ctxIdx]);
ctxIdx = (ctxIdx << 1) | bin;
}
Figure 3

[bookmark: _Hlk52822908]The quantization parameter value may change during the process of encoding the prediction tree from node quantization parameter offset updates. The initial calculation may no longer be accurate thus a refinement calculation step where similar calculation of the number of bits required is performed using the updated quantization parameter value as shown in Figure 4.

if (!_geom_angular_mode_enabled_flag && (qp - _sliceQp) != 0) {
Vec3<int> refine_quant_slice_max_value;
	Vec3<int> refine_quant_slice_bit_depth;
	Vec3<int> refine_quant_slice_bit_depth_log2_bits;
	Vec3<int> delta_num_bits;

	for (int k = 0; k < 3; k++) {
		refine_quant_slice_max_value[k] = int32_t(quantizer.quantize((1 << _rootNodeSizeLog2[k]) - 1));
		refine_quant_slice_bit_depth[k] = ceillog2(std::max(1, refine_quant_slice_max_value[k]));
		refine_quant_slice_bit_depth_log2_bits[k] = ceillog2(
uint32_t(std::max(2, refine_quant_slice_bit_depth[k] + 1)));
		delta_num_bits[k] = _pgeom_resid_abs_log2_bits[k] - refine_quant_slice_bit_depth_log2_bits[k];
		_pgeom_resid_abs_log2_bits[k] = refine_quant_slice_bit_depth_log2_bits[k];
		_maxAbsResidualMinus1Log2[k] = (1 << refine_quant_slice_bit_depth_log2_bits[k]) - 1;
	}

	encodeDeltaNumBits(delta_num_bits);
}
Figure 4

In addition, the difference between the initial bit count obtained from first calculation and that from refined calculation is encoded as the delta_numbits by the encoder in the bitstream and decoded at the decoder for calculation of prediction residuals.

Note that our proposal only applies for predictive geometry coder with angular mode disabled and when qp offset value is nonzero.

4 Experimental results
EE13.39 method was implemented on TMC13v11.1rc1 software[6] with predictive geometry coder with geometry angular mode disabled and evaluated under C2 conditions in CTC[7]. The computing platform is Linux 64bits and the executables were compiled on 64-bit Linux with gcc 5.4.2.

[bookmark: _Hlk43375374]The baseline is set to TMC13v11.1 software with predictive geometry coder enabled, slice-partition-framework divided into slices using 2 different maximum points per slice limits and 3 different node qp offset intervals.



In TMC13v11.1 software, the qp offset interval is always zero as due to the sanitizeEncoderOpts function in the encoder. We have commented out the code in Figure 6 in the sanitizeEncoderOpts function and use default parameter settings resulting in fixed qp offset interval of 255 for the conduct of our experiment.
 
// Config options are absolute, but signalling is relative
[bookmark: _Hlk52456786]// params.encoder.gbh.geom_qp_offset_intvl_log2_delta -= params.encoder.gps.geom_qp_offset_intvl_log2;

Figure 6

We have introduced a _nodeQpOffset variable as seen in Figure 7 that has been set to 0, 8 and 16 for the conduct of our experiment.

int qpSelector(const GNode& node) const { return _sliceQp + _nodeQpOffset; }

Figure 7

[bookmark: _Hlk43378062][bookmark: _Hlk52375175][bookmark: _Hlk52377329]Anchor vs EE13.39 simulation results run under C2 conditions in CTC with node qp offset set at 0 and slice partitioning maximum points limit set at default 1100000 (slice=0) and 512 (slice=512) as shown in Table 1-1.
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[bookmark: _Hlk52369542]Table 1-1: Summarized result of EE13.39 method with node qp offset=0 for slice=0 and slice=512 respectively

[bookmark: _Hlk52397524]In the absence of node qp offset, there is slight gain for coding performance under C2 conditions with overall average of -0.2% for slice partitioning maximum points limit set at default 1100000 and overall average of -1.9% for slice partitioning maximum points limit set at 512. The gain is attributed to the reduced number of bits required to encode the quantized prediction residual estimated at the beginning of each slice.

Anchor vs CE13.39 simulation running under C2 conditions in CTC with node qp offset increased to 8 are tested next with results as shown in Table 1-2.
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Table 1-2: Summarized result of EE13.39 method with node qp offset=8 for slice= 0 and slice=512 respectively

[bookmark: _Hlk52397586]With node qp offset set to 8, there is slight gain for coding performance under C2 conditions with overall average of -0.3% for slice partitioning maximum points limit set at default 1100000   and greater gain for coding performance with overall average of -2.4% for slice partitioning maximum points limit set at 512. The gain is attributed to the reduced number of bits required to encode the quantized prediction residual estimated at slice level with further reduction from estimation refinement at node level during the encode tree process for every slice.

Lastly, anchor vs CE13.39 simulation running under C2 conditions in CTC with node qp offset further increased to 16 are tested next with results as shown in Table 1-3.
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Table 1-3: Summarized result of EE13.39 method with node qp offset=16 for slice= 0 and slice=512 respectively

With node qp offset increased to 16, there is slight gain for coding performance under C2 conditions with overall average of -0.1% for slice partitioning maximum points limit set at default 1100000 and significant gain for coding performance with overall average of -3.1% for slice partitioning maximum points limit set at 512. The gain is attributed to the reduced number of bits required to encode the quantized prediction residual estimated at slice level with further reduction from estimation refinement at node level during the encode tree process for every slice. The gain is greater than that with qp node offset at 8 because the value of node qp has also increased from the increased node qp offset.

5 Conclusion 
In this contribution, we evaluated the bit count coding on quantization of prediction residual for predictive geometry coder with angular mode disabled. The result showed improvement for coding performance under C2 conditions when both slice partitioning and quantization parameter offset are applied. Based on this result, it is recommended that EE13.39 method be adopted in the G-PCC specification and TMC13 software.
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