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Introduction
The suggested DoC on ISO/IEC DIS 23090-9 is attached in the contribution.

Comments requiring review
	MB/
NC1
	Clause/
Subclause
	Type
	Comments
	Commentator's proposed action
	Editors’ recommended action

	[bookmark: _GoBack]CA1-173
	All
	ge/te
	The specification is not stable, and many additional contributions have been received and approved since this document was sent for DIS review. It is also known that revised contributions will be reviewed in October and the specification will not be stable until at least after that meeting. Another review should be done at that time.
	Stabilise the specification by either not including new technologies and checking the current document for accuracy to be advanced to DIS 
or 
Postpone advancing this document to DIS until no new tools/technologies are added and the specification is stabilised.
 
Refrain to add new tools going forward.
	

	DE-165
	all
	te
	It is not possible to create a substantially working decoder by implementing this draft standard, even taking into account minor errors in the text.
	The satisfactory resolution of the technical comments would change the vote to one of approval.
	

	JP-02-180
	General
	te
	Syntax, Semantics, and the decoding process should be aligned with the Test Model behaviour especially for the core decoding processes.
	Modify the text to align with the Test Model that includes the agreed technical changes on G-PCC.
	

	DE-051
	7.3.2.6
	te
	The byte alignment syntax should not cause a 1-bit to be written to the byte stream if already byte aligned
	Remove alignment_bit_equal_to_one
	accept, match s/w

	DE-076
	7.4.3.2
	te
	frame_idx encodes log2_max_frame_idx + 1 bits. It is not possible to use 0 bits for single frame content
	use frame_idx_bits to indicate the number of bits directly
	

	DE-132
	9.6.4
	te
	The unsigned to signed mapping process does not match the test model for signed fixed width, s(n), codes. The test model uses signed magnitude in this case.
	Resolve discrepancy with test model, update specification if appropriate.
	

	DE-052
	7.3.3.2
	te
	gsh_tile_id is not used in the decoding process. While the specification provides a spatial tile inventory, tile information may be provided by some external means. More generally, gsh_tile_id may be used to identify slices that are partitioned according to a non-spatial metric. It may be desirable to rename gsh_tile_id to facilitate such use cases.
	Rename gsh_tile_id to gsh_tag, or similar. Indicate that gsh_tag may be specified by external means if a tile_inventory is not present.
	

	DE-071
	7.4.2.2
	te
	Semantics are insufficient to determine how a tile inventory is applied to individual frames.
	Add semantics to describe mapping and persistence. Previous input has recommended that frame_idx indicates the starting frame and persists until it is either replaced. Replacement may be via an inventory with num_tiles = 0.
	

	JP-10-075
	7.4.3.2
	te
	The range of ‘gsh_tile_id’ in geometry data unit header is not defined.
	Define the range of ‘gsh_tile_id’.
	See DE-053 for coding suggestion

	DE-053
	7.3.3.2
	te
	gsh_tile_id is coded as ue(v) with a bound of 2^16-1. If it is not expected that use of tile_id follows an exponential distribution, a more appropriate encoding should be used.
	Consider a more appropriate encoding of tile_id, such as a fixed-width code, with the number of bits signalled in the SPS
	

	JP-11-038
	7.3.2.2
	te
	The range of ‘num_tiles’ in tile inventory is not defined.
	Define the range of ‘num_tiles’ and, if necessary, modify the bit length of the syntax element accordingly.
	The range of num_tiles is 0..2^16-1
(u16). Is the request that this is too
large?

	DE-019
	6.2
	te
	There is no definition of a co-ordinate system axes. There is no way to tell if increasing vertical position values point up or down.
	Consider if it is necessary to further describe the co-ordinate system, or if this detail should be provided by a higher system level definition.
	should this be in systems? or
whatever is wrapping the codec

	DE-090
	8
	te
	The decoding process derives various internal arrays to perform decoding operations. These arrays with per-point values may be considered as a pseudo decoder derived attribute. Such attributes may be useful outside the codec. For example the canonical decoding order (the order in which points are encountered), or a laserId derived during geometry decoding may be of use to users of the decoder.
	Consider specifying decoder derived attributes. Such attributes may be optionally produced by a decoder. However, if they are, they should be included in the scope of decoder conformance.
	

	US-013
	3.3
	te
	Note at the end of the section 3.3 seems to be normative.
	Notes are considered informative; consider avoidance of including “shall” in notes.
	The note itself doesn't make a lot of
sense: we define axis order (for
geometry).
Q: does this apply to normals?

	DE-069
	7.4.2.1
	te
	It is ambiguous as to how the constraint interacts with coding of frame index attribute values
	Define if this applies purely to the coded geometry, or if it applies after any subsequent processes are applied.
	unique points: the sequence
contains duplicate points if the
geometry contains duplicate points
before doing frame index splitting

	JP-12-159
	A.4
	te
	There is no restriction of the bit depth for the decoded geometry data and the decoded attribute data.
	Define restriction of the bit depth for the decoded geometry data and the decoded attribute data for each level.
	geom bit depth is now limited to
21bit, attr bit-depth is not limited

	KNB-041
	7.3.2.3
	te
	In geometry parameter set, laser parameters are defined for angular coding mode. Considering the use of these parameters in the other geometry and/or attribute coding schemes, it is desirable to lose the strong connection between the laser parameters and the angular coding mode.
	It is suggested to signal the laser parameters independent to the use of angular mode.
	review at mtg, there is a
dependency between attribute
coding and geometry coding for this

	DE-153
	7,8,9
	te
	The design of the angular coding mode presupposes a particular acquisition system design, assuming a set of constant elevations. It does not anticipate other acquisition system designs coming to market.
Other advanced designs (some of which that you are evaluating) provide significant compression improvements for certain automotive use cases.
	Make appropriate technical changes to improve compression performance of data acquired using angular acquisition systems. In particular, consideration should be given to coding of changes in azimuth and stability in the presence of continuously varying elevation.
	

	DE-148
	9.12
	te
	lut0Reset is preserved during memorisation and restoration. However, it should be asserted at the start of each octree level and therefore unnecessary to preserve.
	Remove lut0Reset from memorization process. Consider if updateLut0() should be invoked as part of the memorisation process.
	

	DE-055
	7.3.3.4
	te
	For syntax elements such as geom_node_qp_offset_eq0_flag, consider that it may be simpler to specify and parse if the sense is inverted to produce a _gt0 flag. In such a manner, deriving the final value is accomplished by summing the syntax element values. Eg, foo_gt0_flag + foo_gt1_flag + foo_gt2_flag + foo_minus3
	Consider appropriate changes to the sense of affected syntax elements
	

	DE-146
	9.10, 9.06.2
	te
	If the bitstream is corrupt, or invalid, it is possible that the arithmetic decoder may attempt to consume more input from AeByteStream than is available. If an implementation inserts zero bytes, an infinite loop may occur attempting to parse unary coded values. This arises since ivlCode tends to 0, causing (9.10.4.4) binVal to always be 0. Since the termination condition for unary parsing is binVal == 1, the parsing process as described fails to terminate.
	Consider means to prevent this issue arising. Preferably by a normative change, or by requiring implementations to protect against this case.
	

	DE-045
	7.3.2.3
	te
	The signalling of log2_neighbour_avail_boundary is inefficient. log2_neighbour_avail_boundary is limited to [0,8], with typical values being greater than 0. A fixed-length coding of u(3) would be more efficient than ue(v).
	Consider u(3) as a more appropriate binarisation of the syntax element.
	need to specify constraint of this
value in spec, since it affects
complexity.

	DE-049
	7.3.2.3, 7.4.2.3, 9.1
	te
	Octree entropy streams are intended to provide parallelism features. However, the severe complexity of the feature suggests that the benefit is nearly impossible to attain. This is due to a combination of the fan out ratio between octree levels limiting the amount of parallel processing achievable (some figures suggest a maximum of two processors) and the continuously variable length latency between dependencies required for decoding making scheduling difficult. While there are a limited number of conditions where the feature may be exploitable, these overlap with other coding tools. Trivial parallelism is always available through slicing.
	Remove the octree entropy stream feature. Consider if fine granularity slices are better suited to providing parallel decoding without complex dependencies or scheduling.
	

	CA6-014
	5.9.10
	te
	Division by 6 is not implementation friendly

qstep = levelScale[qP' % 6] << (qP' / 6);
	Avoid division operations as much as possible. Replace by a table ?
	Reject

	DE-063
	7.3.4.2
	te
	Region based qp control that provides control for only two regions (within a volume or not within the volume) seems overly simplistic.
	Investigate more advanced means for spatially controlling QP. Consider if this simple region control is worthwhile.
	


Comments previously approved or classified as editorial
	MB/
NC1
	Clause/
Subclause
	Type
	Comments
	Commentator's proposed action

	CA15-131
	9.5
	te
	The varibale BypassBitStreamReadIdx is used and modified but never defined or initialized
	Define and initialize BypassBitStreamReadIdx

	KNB-057
	7.3.3.7
	te
	In the semantics, it is defined that if num_direct_points_eq2_flag is equal to 0, there are at least three points in the current child node. However, in the syntax, num_points_direct_mode_minus3 is signalled when num_direct_points_eq2_flag is equal to 1.
	It is suggested to change the condition as follows. The change is highlight with yellow. 
  if( ! num_direct_points_eq2_flag) { .. }

	DE-058
	7.3.3.7
	te
	The sense of partitionSkip appears to be inverted. A position bit should not be coded if it has been skipped.
	Review and correct as appropriate.

	DE-077
	7.4.3.2, 7.3.3.3
	te
	The derivation of MaxGeometryOctreeDepth is incorrect. It fails to take into account additional tree levels that are created due to qtbt tweaks. For instance, In one tree level S and T may be coded, while in the next, V is coded, thereby taking two tree levels to code one bit of S, T and V. The resulting in incorrect termination of the octree due to the termination condition 'depth < MaxGeometryOctreeDepth'.
	Fix calculation of MaxGeometryOctreeDepth.

	DE-080
	7.4.3.4
	te
	The derivation of OccupancyMap is incomplete.
	OccupancyMap should be derived by permuting whichever of occupancy_map or occupancy_byte is present

	CA22-083
	7.4.3.4, 7.4.3.5
	te
	The deduction of OccupancyMap from occupancy_map, occupancy_byte and occupancy_idx[ i ] should be clarified as it is not clear if there is possible collisions of inference and, if so, how to resolve them.
	Clarifiy the deduction of OccupancyMap. A flowchart may help.

	DE-087
	7.4.3.7
	te
	Derivation of Node{S,T,V} incorrectly evaluates childIdx.
	Use (childIdx & {4,2,1} != 0).

	DE-097
	8.2.4.1
	te
	The update of localDensity and planarRate should occur after determining the value of OccupancyMap for each node. Updating after occupancy_map and occupancy_byte omits cases where occupancy is not coded using these syntax elements.
	Review and correct as appropriate.

	DE-098
	8.2.4.1
	te
	it is ambiguous as to whether the determination of isNodePlanar requires the inspection of OccupancyMap, or if it is derived from is_node_planar.
	Clarify the definition of isNodePlanar

	DE-099
	8.2.4.2
	te
	Definition of coord_child is both convoluted and incorrect at face value. sN, tN, and vN are the position of the current node, and are not the position of any child within the current node.
	Use definition from semantic derivation of Node{S,T,V}

	DE-101
	8.2.4.3
	te
	Derivation of neigh_planar lacks clarity and does not take into account the neighbour availability boundary or presence (or lack thereof) of child neighbours.
	neigh_planar should be derived from NeighPattern

	DE-107
	8.2.5.1
	te
	left shift is undefined if childNodeSize{S,T,V}Log2 is equal to 0
	Fix interaction with geometry quantisation

	DE-109
	8.2.5.1
	te
	The benefit of the angular coding mode is lost when in-tree geometry quantisation is employed.
	Fix interaction with geometry quantisation

	DE-112
	8.2.5.2
	te
	the array laserIndex is never defined. Its use is abstract and ambiguous. The variable Child used to index laserIndex has a value. However, the variable Parent does not have a concrete value.
	Elaborate and fix definition. laserIndex should be part of the octree state.

	DE-113
	8.2.5.2
	te
	derivation of laserIndex is incorrect. The laser index of the parent node should be inherited by the child node. This process is missing.
	Fix derivation

	DE-147
	9.10.4.2
	te
	The arithmetic decoder should not be initialised "at the start of the decoding of any data unit"
	Initialisation (and re-initialisation) occur at specific points. Improve integration with clause 9.1

	CA14-128
	9.2.3.2
	te
	The varibale BypassBitstreamLen is used and modified but never defined or initialized
	Define and initialize BypassBitstreamLen

	
	
	
	
	

	DE-133
	9.6.4
	te
	The output is incorrect for odd unsigned syntax element values
	If unsignedVal is odd, the output should be negative

	DE-137
	9.7.3, 7.3.3.5, 7.3.3.6
	te
	The use of nodeIdx to access is_planar_flag and plane_position is incorrect. These syntax elements are signalled at a different depth of the octree to the depth in which they are used. Moreover, both are set according to the n-th 'child' of the parent node (7.3.3.6), but 'child' is not a nodeIdx.
	Ensure that accesses to is_planar_flag and plane_position are correct.

	DE-138
	9.7.5
	te
	The value of eligible_planar_flag does not correspond to the derivation for the current node.
	Update definition of eligible_planar_flag to be associated with a particular node

	DE-139
	9.7.5
	te
	In the calculation of binIsOne, the test coded0[axisIdx][0] * 2 is incorrect
	The test should compare the total number of zero-bins decoded (or inferred) so far.

	DE-140
	9.7.5
	te
	The definition of binIsInferred1() should take into account qtbt inference of occupancy bins
	Review and fix derivation as appropriate.

	DE-141
	9.7.5
	te
	Tests against mask_planar and mask_planar_fixed0 do not take into account the permutation of occupancy. cf. 9.7.7 derivation of childIdx
	Update to use scan order inverse mapping process (6.4.1)

	DE-182
	Table 16
	te
	probable_order is not defined when planeRate[1] == planeRate[2] > planeRate[0]
	Define behaviour for this condition

	DE-149
	6,7,8
	te
	The attribute codecs only support either single or tri-stimulus attributes. bi-stimulus attributes may also exist.
	Add a means to efficiently code bi-stimulus attributes.

	DE-068
	7.3.4.3
	te
	The structure of the attribute coefficient loop results in a redundant instance of all_residual_values_equal_to_zero_run results when i = PointCount-1 and the modified value of all_residual_values_equal_to_zero_run is equal to 0. This structure results in the syntax element being parsed in two different places.
	Restructure the loop such that the zero_run value is tested at the start of each iteration, before coding the coefficient value.

	US-122
	8.3.3
	te
	There is a parsing dependency of predIndex on the attribute sample reconstruction and LoD generation, which maybe expensive for implementations.
	Consider solutions studied in EE13.42 to remove parsing dependency.

	DE-157
	A
	te
	A single all-encompassing profile appears to be overly broad. Several applications such as automotive lidar coding, or coding of sparse datasets require only a subset of the features present.
	Create a set of profiles that limit combinations of tools that offer little benefit. Such limitations facilitate optimisation of implementations and reduce the conformance/verification state space.

	JP-03-158
	A.3
	te
	Profile shall be defined with a clear scope of the target applications.
	Define a profile(s) with necessary tool combinations corresponding to the use cases.

	DE-019
	6.2
	te
	There is no definition of a co-ordinate system axes. There is no way to tell if increasing vertical position values point up or down.
	Consider if it is necessary to further describe the co-ordinate system, or if this detail should be provided by a higher system level definition.

	DE-148
	9.12
	te
	lut0Reset is preserved during memorisation and restoration. However, it should be asserted at the start of each octree level and therefore unnecessary to preserve.
	Remove lut0Reset from memorization process. Consider if updateLut0() should be invoked as part of the memorisation process.

	DE-149
	6,7,8
	te
	The attribute codecs only support either single or tri-stimulus attributes. bi-stimulus attributes may also exist.
	Add a means to efficiently code bi-stimulus attributes.

	DE-152
	7,8,9
	te
	The design of the octree based angular coding mode requires significant changes to the coding of planar and idcm residuals. Further requested improvements to compression performance based upon this design will require more substantial changes to the affected areas. Carefully consider the advanced designs to evaluate the merits of increasing the design complexity of the octree coder if simpler more performant designs would suffice.
	Consider replacing the current angular coding mode with a design that does not require substantial changes to the codec in order to satisfy a single constrained use-case, as studied and described in m52515 and m53618.

	DE-095
	8.2.3.2.2
	te
	In trisoup, the topology of the internally generated triangles is not always manifold, manifesting as holes and spurious points in the voxelised result. The attached rendering shows the triangle geometry of part of a trisoup coded point cloud, coloured according to the number of triangles present in each tisoup node. To use the yellow triangles as an example (two triangles per node), it can clearly be seen that while some nodes represent a surface, other nodes generate self-intersecting triangles. It appears that a wrong vertex is being used for certain triangles in question, resulting in gaps in the surface and objectionable errors in the decoded point cloud.
	Study the issue, which may be related to the implicit ordering of vertices. Make appropriate technical changes to avoid such artefacts, or consider removing trisoup from the first edition of the standard.

	JP-04-160
	A.4
	te
	Level shall be defined to support various kind of devices having different processing performance or architecture.
	Define levels other than 4.

	CA2-172
	All
	ge/te
	This specification contains many overlapping tools, without any explanation related to their suitability for different applications and scenario. Further, there is a single profile defined with all tools enabled.
	Consider adding clarification on usability of tools and relationship between them. Adding figures would also be useful for readability and general understanding.

	DE-175
	B
	te
	Provide a means to signal user data in a TLV bytestream.
	Add a user data data unit that consists of an OID or ITU-T T.35 identifier followed by user data bytes.

	DE-185
	Table 22
	te
	The trisoup vertex_position is truncated unary coded with a potentially large maxVal, with num contexts = maxVal. The lack of bound on trisoup_node_size_log2 can require a large number of contexts to be used. Furthermore, the use of unary coding implies an exponential distribution of vertex positions along node edges, whereas a more uniform distribution may be expected. Brief experiments on the sequence longdress indicate that the entropy of vertex_position is ~= trisoup_node_size_log2.
	Bound the size of trisoup_node_size_log2.
Use, if applicable, a more appropriate binarisation than truncated unary.
Use, if applicable, a more appropriate contextualisation.

	DE-191
	various
	te
	Consider simplifications and additional functionality in geometry quantisation that:
- add quantization support to early idcm nodes
- change the QP mapping to produce integer step sizes with eight QPs per doubling interval
	Consider adopting studied aspects described in m42523, m52522, m54697. Consider if there is any merit to non-power of two in-tree geometry quantisation when other means of scaling may provide less objectionable results.



	MB/
NC1
	Clause/
Subclause
	Type
	Comments
	Commentator's proposed action

	CA3-171
	All
	
	ge
	There are substantial technical unclarities that needs to be fixed. The list of below technical comments is not exhaustive.

	**-174
	ALL
	
	ed
	The use of indentations to create lists is unclear in the text. Unnumbered lists use an em dash and up to 4 degrees of indentation to clearly distinguish levels. Punctuation also needs to be used consistently.

	DE-123
	9
	te
	Add the ability to reuse the entropy context states from decoding one geometry or attribute slice to decode a subsequent slice.
	Consider adopting studied aspects described in m54659, m53542

	US-125
	9.1
	ed
	The s(n) descriptor is missing in Section 9.1.
	Consider including s(n) in the following sentence in Section 9.1:
“This process is invoked when the descriptor of a syntax element in the syntax tables in 7.3 is equal to u(n), ue(v), se(v), ae(v), or de(v).”

	DE-144
	9.9
	te
	lut0Reset is never asserted.
	lut0Reset should be asserted at the start of each octree level

	
	
	
	
	

	CA5-015
	5.9.4
	te
	Consecutive use of divisions in the function iSqrt. This could make spec implementation difficult.
	Avoid division operations as much as possible. This applies to the complete document.

	DE-036
	7.3.2.1, 7.4.2.1
	te
	Consider refinements to the attribute high-level syntax that:
- replace the unmanaged attribute_label_four_bytes with a managed OID
- generalise the signalling of attribute metadata to avoid signalling irrelevant parameters
- permit signalling a default attribute value
- describe the scaling or unit range of attribute values (eg after conversion from floating point types)
	Consider adopting studied aspects described in m53680, m53681, m53541

	DE-037
	7.3.2.1, 7.4.2.1
	te
	The sps bounding box should describe the output of the decoder, disregarding any non-normative rescaling. The interpretation of the sps bounding box may be further improved by describing how the point cloud relates to a physical distance unit (eg metres)
	Consider adopting studied aspects described in m53683

	DE-039
	7.3.2.2, 7.4.2.2
	te
	Consider refinements to the tile inventory that:
- guard the tile inventory body in case of no tiles
- code bounding boxes relative to an origin
- add a reference to the SPS
- add signalling for an explicit tile_id in inventory
- use minus1 forms for various syntax elements
- code tile origin and size with independent bit widths
	Consider adopting studied aspects described in m54652, m53683, m53541, m54705

	DE-047
	7.3.2.3, 7.3.3.2, 7.4.2.3, 7.4.3.2
	te
	Replace the signalling and derivation of qtbt parameters by explicitly signalling which bits of occupancy are coded at each level of the octree
	Consider adopting the studied aspects described in m53390

	DE-048
	7.3.2.3, 7.4.2.3, 9.1
	te
	Simplify the signalling of octree entropy streams.
	Consider adopting the studied aspects described in m53684

	DE-056
	7.3.3.5
	te
	possibly_planar is not defined.
	Define possibly_planar

	DE-065
	7.3.4.3
	te
	Modified value of residual_values[][] does not take into account remaining_values[][]
	Handle derivation of coefficient value in semantics.

	US-082
	7.4.3.4
	te
	GPCC should provide sufficient support for adaptation of geometry precision in regions of interest within a slice.
	Please integrate changes from w19328 and related adoptions from the 131st MPEG.

	US-084
	7.4.3.4, 8.2.2.3
	te
	GPCC should provide sufficient granularity to vary geometry bitrate at the geometry node-level (e.g., up to 8 QPs for doubling of step size).
	Please integrate changes from w19328 and related adoptions from the 131st MPEG.

	CA23-085
	7.4.3.6
	ed
	In 
is_planar_flag[ child ][ axisIdx ] equal to 1 indicates that the current child node is planar in the direction perpendicular to the axisIdx-th axis. is_planar_flag[ child ][ axisIdx ] equal 0 indicates that the current
child node is not planar in the direction perpendicular to the i-th axis.

the notion "the current child node is planar" is not clear
	Define the notion of "being planar"

	KNB-086
	7.4.3.7
	ed
	The syntax element num_direct_points_gt1 is defined as an adaptive arithmetic entropy-coded syntax element, but only two values, 0 and 1, are defined in the semantics.
	It is suggested to change the descriptor type as an unsigned integer using 1 bit or to define the cases over 1.

	CA8-093
	8.2.2.3
	te
	Division by 6
	Avoid division operations as much as possible.

	CA10-117
	8.3.1.11
	te
	Presence of division with intense usage in 
a = iSqrt((w[0] << 30) / (w[0] + w[1]))
b = iSqrt((w[1] << 30) / (w[0] + w[1]))
	Avoid division operations as much as possible.

	CA9-118
	8.3.1.9
	te
	Presence of division with intense usage in 
a = iSqrt((w[0] << 30) / (w[0] + w[1]))
b = iSqrt((w[1] << 30) / (w[0] + w[1]))
	Avoid division operations as much as possible.

	CA11-119
	8.3.2.4
	te
	Presence of division with intense usage in 
w1 = ((d0 << 8) + sumDiv2) / sum;
and in
r = ((1 << 31) + sumDiv2) / sum;
	Avoid division operations as much as possible.

	CA12-120
	8.3.2.5
	te
	Presence of division with intense usage in 
quantizationWeights[index++] =
((PointNumInSlice − startIndex)/pointNumPerLoD[lodIndex])) × (1 << 8)
	Avoid division operations as much as possible.

	CA13-121
	8.3.2.8
	te
	Presence of division with intense usage in 
attributeCoefficients[index][j] −= (updates[i][j] + bias) / updateWeights[i];
	Avoid division operations as much as possible.

	CA16-145
	9.9.1
	ed
	First sentence states “This process is invoked when parsing syntax elements with descriptor ae(v).”
	The descriptor should be “de(v)”
A review of all descriptor types should be done to ensure consistency.

	DE-184
	Table 22
	te
	all_residual_values_equal_to_zero_run has an indeterminate maxVal. Using a truncated unary code does not seem to be appropriate in order to save a single bin per slice.
	Use an alternative binarisation as appropriate.

	DE-189
	various
	te
	Consider refinements to the high-level syntax that:
- remove redundant neighbour_context_restriction_flag
- require at least one of inter- or intra-lod prediction
- move geom_num_points_minus1 to slice footer
- always signal the per-slice origin
- condition idcm parameters on idcm being enabled
	Consider adopting studied aspects described in m54634, m54633, m53685, m53655, m54705

	DE-190
	various
	te
	Consider simplifications and constraints to trisoup that:
- signal the trisoup node size per slice 
- move length parameters to the slice header
- prohibit trisoup incompatible octree tools
- remove the redundant num_vertices_minus1 syntax
	Consider adopting studied aspects described in m53635, m54705, m54713, m53635

	DE-192
	various
	te
	Consider further improvements to geometry coding efficiency that:
- restructure the placement of planar and idcm information in the octree node 
- simplify the contextualisation of planar information
- reduce the planar buffer size
- use a binary search to find lasers
- reduce the number of contexts used in angular coding modes 
- relax idcm eligibility constraints
- reverse the order of bypass chunk data to permit simpler construction
	Consider adopting studied aspects described in m53677, m54694, m54670, m52345, m54707, m54694, m53693, m52957, m53385

	DE-193
	various
	te
	Consider further improvements to attribute coding efficiency that:
- use a look-up table assisted neighbour search and level of detail construction
- signal independent intra and inter lod search ranges
- replace the unary binarisation of zero_run
- avoid square root operations in the lifting update operator
- define the square root in terms of an inverse square root
- approximate or eliminate divisions in attribute coding
- use an explicit bypass bin to code coefficient signs
- use the L1 norm for the nearest neighbour search
- avoid signalling thresholds when max_num_direct_predictors=0
- relax the ordering requirement of geometry positions used for attribute coding
	Consider adopting studied aspects described in m54668, m52986, m53619, m53619, m52951, m53678, m51011, m52951, m53652, m52392

	DE-194
	various
	te
	Consider further improvements to compression performance that:
- apply a threshold to neighbours in the raht prediction upsampler
- add a dyadic decomposition to raht
- increase the inherited raht dc coefficient precision
- better exploit the impossibility of zero magnitude coeff tuple
- replace the dictionary coding of residual values with an EGk1 based binarisation
- limit the maximum neighbour distance for scalable lods
- match scalable lifting weight generation to the level of detail
- derive the scalable level of detail using distance to centroid
- implicitly order the coding of two points in idcm
- adjust the child neighbour lookup to account for qtbt
- use adjacent neighbours in intra occupancy prediction
- differentially or linearly code angular coding mode parameters 
- linearly predict laser elevation
- code potentially large ue(v) values using a configurable fixed-width code
- predict the last coefficient component in transform data
	Consider adopting studied aspects described in m54607, m53557, m54703, m52986, m52314, m52823, m52331, m52995, m52957, m53421, m52327, m54702, m54702, m54652, m54705, m53693, m53672

	**-005
	2
	ed
	ISO/IEC 23091-2 is not clearly cited as part of a requirement.
	See proposed editing in Clause 7 in order to make clear that 23091-2 is cited as a requirement and is therefore normative.

	**-006
	3
	ed
	ISO/IEC verbal forms (e.g. may) cannot be defined within individual documents as they are defined in ISO/IEC Directives Part 2.
	Delete. See edited Word file.

	**-007
	3
	ed
	Several terms/definitions in this document also appear in other Parts of the 23090 series.
	Please review across the series to ensure consistency and to minimize duplication. If terms/definitions are identical, add a SOURCE to provide traceability.

	DE-018
	6.1
	ed
	"This clause specifies the G-PCC bitstream", no such specification is provided
	Redraft or remove clause as appropriate

	DE-020
	6.2
	ed
	There is no description of aspects such as attribute ids, instance ids, or, axis coding orders.
	Describe more externally observable properties of the codec.

	DE-021
	6.2
	ed
	There is no 8-bit minimum, or 16-bit maximum on the number of bits to represent attribute values
	Refine clause as appropriate

	DE-022
	6.2
	ed
	There is no 8-bit minimum on the number of bits to represent geometry
	Refine clause as appropriate

	DE-023
	6.2
	ed
	Number of bits for co-ordinate array is ambiguous. The coded representation can code individual slices with each component of the position information having up to 21 bits. A frame may be composed of one or more slices, each with an individual offset. The range of position information being coded may therefore be greater than 21 bits, subject to any other constraints.
	Improve the description of the coded geometry representation

	DE-024
	6.2
	ed
	Is it necessary to define the coded representation in terms of a source format?
	Describe the coded representation and its interpretation directly.

	US-025
	6.2
	ed
	It is indicated that the point cloud/attributes must be of a certain bit depth range even though this may not be mandated as per the specification.
	Consider aligning the description in sub-clause 6.2 with the rest of the specification by rewording the following statements:
“The number of bits necessary for the representation of each of the samples in the co-ordinates arrays in a point cloud is in range of 8 to 32, inclusive.”
“The number of bits necessary for the representation of each of the samples in the attribute arrays in a point cloud is in the range of 8 to 16, inclusive.”

	CA7-027
	6.3
	ed
	The geometry process is described as based on an octree. However, it appears later in the document in that the geometry partiion may be a quadtree (QT) or a binary tree (BT).
	Clarifiy the type of tree used in the geometry process. Also, adding a flowchart that explains the various possibilities of tree partitionning is encouraged.

	DE-029
	6.3
	ed
	A better overview of the parsing / decoding process would improve comprehension of 7.4.3.1
	Refine clause as appropriate

	DE-030
	6.3
	ed
	The octree representation supports non-cubic bounding volumes
	Fix description to match current representation

	DE-031
	6.3
	ed
	The largest point position generated by an octree of depth d is 2^d-1
	Fix definition of the bounding box

	DE-032
	6.4
	ed
	There is a discontinuity between the contents of this clause and the preceding clauses.
	Expand the description of the coded geometry representation to cover octree nodes, the scan order of the tree, the scan order of child nodes, a description of neighbours, in order to provide context.

	US-033
	7.2
	ed
	Definition of descriptor f(n) in sub-clause 7.2 and Table 21 is missing.
	Consider adding definition of descriptor f(n) in sub-clause 7.2 and Table 21 (used in byte alignment).

	DE-034
	7.3
	ed
	Prefixes are used inconsistently, eg geometry_, vs geom_, vs no prefix
	Use prefixes consistently

	DE-124
	9
	ed
	The following are not defined:
dictionary_encoded_value(), dict_direct_value
	Define, or name implicit syntax elements.

	CA26-129
	9.5
	ed
	Typo in
 bitVal = BypassBitStream[BypassBitsteramReadIdx]
	Fix "steram" to "stream"

	CA25-130
	9.5
	ed
	Typo in 
The outputs of this process are the next bypass bit read from the BypassBitStream array, and an updated
BypassBitStream read position.
	Change the second instance of BypassBitStream intoBypassBitStreamReadIdx ?

	DE-151
	7, 8, 2009
	ed
	The structure of the geometry codec is split into four parts: syntax, semantics, decoding, and parsing. The nature of the octree coder is such that the need for an independent decoding process is somewhat unnecessary -- almost all of the decoding of points happens in the semantics of the octree traversal.
	Consider improvements to the structure of the specification.

	DE-150
	7, 8
	ed
	The attribute codec is not specific for luma or chroma attribute coding.
	Remove references to luma / chroma from variable names.

	**-008
	3.1.13
	ed
	byte aligned' 
If a term is used with multiple domains/areas of application, repeat it with the domain provided in angle brackets as per this example.
This definition is circular (contains the term 'byte aligned' as part of the definition).
	See edited Word file.
Please redraft so that the definition can be used to replace the term in the context of a sentence.

	**-009
	3.1.14
	ed
	unspecified' 
In other SC29 series, this information is given in the Conventions clause rather than terms and definitions.
	Move text to be consistent.

	**-010
	3.1.17, 3.2.8
	ed
	Exact term not used anywhere in document text.
	Revise term, use it in the text or delete this from the list.

	US-011
	3.1.2
	ed
	Clarify the definition of “point cloud frame”.
	Consider clarifying the phrase “time instance” used in the definition.
Consider including “associated attributes of each point" in the definition.

	**-012
	3.2.4, 3.2.5
	ed
	Removing 'node' from these terms seems to make sense in the context of their use within other listed terms.
	See edited Word file. Please verify change.

	CA18-017
	5.11, 5.12, 5.13, 5.14
	ed
	The paragraphs on "Order of operation,  precedence", "Variables, syntax elements, and tables", "Text description of logical operations" and "Processes" are placed after the definition of functions that use these content of these paragraphs
	Move these paragraphs up in the document

	CA19-016
	5.9.9
	ed
	Summation bounds on i for the Morton code definition is not clear.
	Add bounds to the summation bounds (three times for s, t and u)

	US-026
	6.2.1
	ed
	The data partitioning structures may require illustrations.
	Consider adding illustrations of bounding boxes, slices, tiles, regions.

	DE-154
	7,8,9
	ed
	The following syntax elements have name mismatches:
num_detail_level_minus1, num_detail_levels_minus1,
num_unique_segments, num_unique_segments_minus1,
number_lasers, number_lasers_minus1,
gsh_num_points, gsh_num_points_minus1,
geom_angular_origin_xyz, geom_angular_origin_x, geom_angular_origin_y, geom_angular_origin_z,
bitwise_occupancy_coding_flag, bitwise_occupancy_flag,
gps_bounding_box_present_flag, gps_box_present_flag, gps_gsh_box_present_flag,
dict_lut0_hit_flag, lut0_hit_flag,
dict_lut1_hit_flag, lut1_hit_flag,
dict_lut0_idx, lut0_idx,
dict_lut1_idx, lut1_idx,
	Ensure syntax elements use a single appropriate name.

	DE-155
	7,8,9
	ed
	The following syntax elements contain typographical errors:
residual_values_equql_to_one, Occupancy_idx, occypancy_byte, occypancy_map, ocupancy_map, lifting_neighobur_bias_xyz, remaining_value, know_attribute_label, gps__gs_box_log2_scale, geom_planar_mode_th_IDCM
	Correct typographical errors to ensure consistent naming

	DE-156
	7,8,9
	ed
	The following are not syntax elements and should not use the syntax element convention:
angular_eligible, buffer_closest_node_position, buffer_closest_node_status, child_node_status, coord_child, d_min, determine_binIsInferred1, discrete_dist, eligible_planar_flag, initialize_counters_for_zeros, mask_planar, mask_planar_fixed0, min_non_zero_node, min_non_zero_plane, nb_candidates, neigh_planar, other_axis, possibly_planar, pred_index, proba_planar, probable_order, secondary_axisIdx, two_planar_flag, update_counters_for_zeros
	Rename the variables to avoid confusion with the definition of syntax variables

	DE-035
	7.3.2.1
	ed
	log2 is not the correct synonym for number of bits -- if max_frame_idx = 1, log2(1) = 0, then there is no means to distinguish between frame idx 0 and 1
	log2_max_frame_idx should be frame_idx_bits

	JP-08-040
	7.3.2.2, A.4.1
	ed
	Format of the following tables is broken.
  7.3.2.2 Tile inventory syntax
Table A. 1 — Level limits
	Fix the format of those tables.

	DE-042
	7.3.2.3
	ed
	Reference to lasers assumes a particular acquisition technology. A more generic name is preferred.
	Replace laser with a more generic name. For example, "beam"

	DE-043
	7.3.2.3
	ed
	The name geometry_planar_mode_flag seems to indicate dynamism where none exists
	Use _enabled_flag to indicate the feature being enabled or not

	DE-044
	7.3.2.3
	ed
	unique_geometry_points_flag name is confusing. The name closely overlaps with the unique_point_positions_constraint_flag, but does not offer any constraint. The flag controls the presence of point count syntax elements.
	Rename to indicate the actual usage. For example, dup_point_count_present_flag

	DE-046
	7.3.2.3, 7.3.3.2
	ed
	Uses of _gsh_ should be replaced by a more appropriate name since there is no geometry slice header
	Use more appropriate name

	DE-050
	7.3.2.4
	ed
	Many syntax elements prefixed with lifting_ apply to level of detail construction rather than the lifting transform.
	Rename syntax element prefix where appropriate. For example, "lod_"

	CA28-054
	7.3.3.3, 7.4.3.3
	ed
	The variables depthS, depthT and depthV are deduced from partitionSkip in 7.3.3.3. On the otherhand, partitionSkip is deduced from depthS, depthT and depthV in 7.4.3.3. The interacations between these variables is not clear.
	Clarifiy the order of iterative deduction between
- depthS, depthT and depthV
- partitionSkip
- node and child node sizes
 
A flowchart may help clarifying.

	DE-059
	7.3.3.7
	ed
	There is no such syntax element as num_direct_different_points_minus1
	Find and use correct derived variable name.

	DE-060
	7.3.3.7
	ed
	Naming of not_duplicated_point_flag is awkward, especially when it relates to "if not not_duplicated_point_flag"
	Improve naming or sense of flag data.

	DE-061
	7.3.3.7
	ed
	syntax does not require the child argument, since child must be zero by definition.
	Remove child argument

	DE-062
	7.3.3.7, 7.3.3.5
	ed
	Consider moving binarisation and inference of certain bits in a syntax element value to the parsing process for the syntax element. This will simplify the presentation of the node semantics
	Simplify syntax structures to convey the general syntax rather than the exact preconditions for each bit

	DE-064
	7.3.4.2
	ed
	Instead of using the long form 'attribute_dimension_minus1[ash_attr_sps_attr_idx]', introduce a variable that is set during activation of the attribute descriptor
	Simplify the presentation of syntax to improve presentation and readability

	DE-066
	7.3.4.3
	ed
	The processing of residual_values[][] += d is perhaps best handled elsewhere, where a description of the operation may be provided.
	Handle derivation of coefficient value in semantics.

	DE-067
	7.3.4.3
	ed
	The syntax element all_residual_values_equal_to_zero_run is overly verbose.
	Rename syntax element. For example zero_run_length

	JP-09-070
	7.4.2.2
	ed
	Relationship between ‘tile_frame_idx’ in tile inventory and ‘frame_idx’ in geometry data unit header is unclear.
Relationship between tile inventory and ‘gsh_tile_id’ in geometry data unit header is unclear.
	Clarify the relationship of each syntax.

	CA20-072
	7.4.2.3
	ed
	QT and BT partitions are not defined in 
gps_max_num_implicit_qtbt_before_ot specifies the maximal number of implicit QT and BT partitions
before OT partitions.
	Define the different types of tree partionings. This is a general editorial comment that applies to the whole document for "OT", "QT" and "BT"
 
It is disputable to use the wording "octree".

	DE-073
	7.4.2.3
	ed
	Language concerning slices that "reference the current GPS" is inconsistently repeated in the clause. In particular the "unique_geometry_points_flag" language should be clearly unambiguous that the uniqueness applies within a single slice only -- not to across the set of slices that reference the particular GPS.
	Move language about "the current GPS" to the start of the clause, detail activation.

	DE-074
	7.4.3.1
	ed
	Partitioning of the octree is not precisely defined, therefore it is not readily clear what partition is being skipped in the definition of partitionSkip.
	Describe coding in terms of position bits that are coded at a given depth of the tree.

	CA21-078
	7.4.3.4
	ed
	The following variable is not placed in alphabetical order in the paragraph 
eligible_planar_flag
	Move up to respect alphabetical order

	DE-081
	7.4.3.4
	ed
	The linkage to the derivation of OccupancyMap when single_occupancy_flag is coded is missing from this clause. The linkage has been obfuscated by the splitting of the geometry node semantics into multiple clauses. OccupancyMap is used to derive GeometryNodeChildren etc.,.
	Move all instances of OccupancyMap derivation to a single clause

	KNB-079
	7.4.3.4
8.2.4.1
	ed
	Undefined operator * is used.
	Replace * with the multiplication operator ×.

	DE-088
	7.4.3.7
	ed
	The clause does not inherit local variables such as nodeIdx and depth.
	Either describe the relation in the semantics or add to the syntax description

	DE-089
	7.4.4.3
	ed
	The derivation of MaxPredDiff is too complicated.
	There should be linkage between the nearest neighbours and their reconstructed values by reference to the attribute decoding process

	DE-091
	8.2.2.1
	ed
	This process is not specified
	Specify this process

	DE-092
	8.2.2.2, 7.4.3.7
	ed
	Excessive number of equals signs (====)
	Remove excess

	DE-094
	8.2.3, 8.2.3.3
	ed
	Multiple subclauses are hanging paragraphs.
	Insert new subclauses as appropriate

	DE-096
	8.2.4
	ed
	This entire clause does not form part of the decoding process.
	Move to the parsing process

	DE-100
	8.2.4.2, 8.2.4.4
	ed
	child_node_status represents two different pieces of information, the is_planar_flag value and the conditional plane_position. This overloaded semantic decreases readability.
	Split the buffer into two arrays, one identifying planar nodes, the other the plane position.

	DE-102
	8.2.4.3
	ed
	There is no use to all values of d[child][axisIdx][idx].
	Simplify the definition of d_min

	DE-103
	8.2.4.4
	ed
	It is not clear that some of the values used in this clause are determined in 8.2.4.3.
	Refactor 8.2.4.3 and 8.2.4.4 to move common derivations to a common clause

	DE-104
	8.2.4.5
	ed
	Inconsistent usage of contextAngular and contextAngular[child]
	use consistent variable type

	DE-105
	8.2.4.6
	ed
	Improve language used to reference the value of a particular context variable.
	Improve language used to reference the value of a particular context variable.

	DE-106
	8.2.5
	ed
	This entire clause does not form part of the decoding process.
	Move to the parsing process

	DE-108
	8.2.5.1
	ed
	sNchild, tNchild, vNchild specify a position of the child in the next tree level.
	Clarify definition

	DE-110
	8.2.5.1, 8.2.5.2, 8.2.5.3
	ed
	These sections are chained together. An overview would be informative.
	Refactor to describe common node information and add overview of processes.

	DE-111
	8.2.5.2
	ed
	The variables m and M are nondescript
	Use descriptive variable names.

	DE-114
	8.2.5.2
	ed
	idcm4angular is not well linked to the semantics in clause 7.4.3.4
	Add linkage

	DE-115
	8.2.5.2, 8.2.4.5
	ed
	Setting contextAngular to UNKNOWN_CONTEXT is confusing. A context cannot be unknown. Clause 8.2.4.5 uses a value of -1 to indicate UNKNOWN_CONTEXT.
	Condition use of contextAngular upon angular eligibility

	DE-116
	8.3.1
	ed
	the array xxx appears to be missing a more appropriate name
	Use an appropriate name for the array

	DE-126
	9.2, 9.3, 9.4, 9.5
	ed
	There are numerous errors in variable naming.
	BypassBitstream, BypassBitSteram should be BypassBitStream
AeReadIdx should be AeStreamReadIdx
AeBypassStreamReadIdx, BypassBitsteramReadIdx should be BypassStreamReadIdx
BypassBitstreamLen should be BypassBitStreamLen

	**-127
	9.2.3.1
	ed
	ISO documents do not contain empty clauses.
	If there is no information to give, delete and renumber (and update all cross-references) accordingly.

	DE-134
	9.7.3
	ed
	The use of the term mask doesn't aid comprehension. In this case, set bits indicate that the corresponding (masked) occupancy bit is 0. A common expectation is that bit masks indicate the position of desired information and achieve masking via a logical AND operation. The planar marks are at odds with this definition.
	Consider either changing the name to indicate the meaning of the mask, eg unoccupiedPositionMask, or consider changing the sense to indicate the occupied bits, or both.

	DE-135
	9.7.3
	ed
	The planar mask derivation is difficult to follow.
	Redraft this clause. The derivation of mask_planar_fixed0 and mask_planar may be unambiguously replaced by a table.

	DE-136
	9.7.3
	ed
	The concept of lower and upper planes are vague in the definition of mask_planar_fixed0 and seem to contradict other uses.
	Avoid relative terms such as lower and upper. Define exact values and use text to describe the interpretation of the value.

	CA27-142
	9.7.7, 9.9
	ed
	Editorial inconsistancy by using semi-columns ";" in the pseudo code
	Remove the semi-columns

	DE-143
	9.8.1
	ed
	Clause 9.8.3 does not describe the syntax element plane_position[][2]
	Remove 9.8.1 unless an overview of clause 9.8 is provided instead.

	**-161
	ALL
	ed
	ISO documents do not label individual clauses, tables, etc. 'informative' or 'normative'. Only the annexes are labelled.
	See edited Word file. 
Labels have been removed in the main body of the document and added to the annexes.

	**-162
	ALL
	ed
	must' is reserved for expressing an external constraint.
	See edited Word file.
If 'must' has been used to express a requirement of this document, change to 'shall'.

	**-163
	ALL
	ed
	Several clauses contain hanging paragraphs, which are not permitted and there are some clauses where the numbering did not appear to be logical or consistent.
	See edited Word file. Please verify changes. Review all cross-references within the text to ensure they are correct in revised file.

	**-164
	ALL
	ed
	ISOCS has provided an edited, tracked changes (watermarked) Word file for this document to align the content with the drafting rules in ISO/IEC Directives Part 2. The comments provided summarize the main editorial changes required but are not exhaustive. Additional changes and comments are contained in the edited Word file.
	The watermarked Word file shall be used when preparing the next submission of this document. For questions about the drafting rules or the editing provided, contact Katherine Bennett: bennett@iso.org

	DE-166
	all
	ge
	The quality of the specification text has not substantially improved since the CD ballot. While some improvements have been made, other areas have deteriorated as portrayed by the number of comments identifying defects. The number of comments suggesting technical improvements is substantial. Significant consideration must be given as to how a modified text can be reviewed.
	Extensively review the text, and refine to reduce ambiguity and eliminate technical deviations from the test model. Consider deferring features to a subsequent amendment if necessary to ensure accuracy.

	US-167
	All
	ge
	The text should be checked to ensure completeness, correctness, and editorial maturity.
	Please make editorial improvements and consider all appropriate technical contributions.

	US-168
	All
	ed
	Definition of “STV axis” is missing.
	Consider adding a definition of STV axis.

	US-169
	All
	ed
	Encoder-side specific terms should be avoided.
	Define source point cloud.

	US-170
	All
	ge
	MPEG has issued an output document at its 130thmeeting on enhancements to G-PCC (w19328).
	Please integrate changes from w19328 while considering other comments in this table.

	**-176
	Foreword
	ed
	Most up to date template text needed.
	See edited Word file for updated text.

	JP-07-177
	General
	ge
	Editorial refinement and further technical improvement are necessary to ensure the interoperability of the implementation of this standard.
	For the FDIS, accept the refinement and improvement based on the technical discussion till the 132th meeting, e.g. CE results, AHG discussion, etc.

	JP-06-178
	General
	ed
	There are terms that are not unified.
ex. slice header and data unit header
	Replace ‘slice header’ with ‘data unit’.
Change the prefix of ‘geometry data unit header’ from ‘gsh_’ to ‘gduh_’. Also ‘ash_’ to ‘aduh_’.

	JP-05-179
	General
	te
	Spatial scalability is unclear in the decoding process.
	Describe the spatial scalable decoding process in a clear way.

	JP-01-181
	General
	ge
	Editorial improvement is encouraged.
	Remove all the editorial comments (i.e. [Ed..)

	DE-183
	Table 17, 8.2.4.2
	ed
	other_axis[] is used to map the three valued axis index to and from a two element buffer. This remapping is non-normative. Readability would be increased by removing the mapping and using a three element buffer.
	Remove other_axis remapping

	DE-186
	Table 22
	ed
	dict_lut0_idx is missing a parsing process reference
	replace XXXREF with 9.9.4

	**-187
	Tables 3, 4, 27, 28, 29, 30
	ed
	These tables are not cross-referenced within the document text.
	Add cross-references.

	**-188
	Title
	ed
	Series title does not match this document.
	See edited Word file for corrected title.

	DE-001
	
	ge
	Germany disagrees for the following reasons:
	

	CA24-003
	
	ed
	Table 15 — value of polyTriangles[ i ][ axis ]are cut due to to inadequate cell width
	Reedit Table and adjust width of cell

	CA17-004
	
	ed
	Numbers in Table 2 — the value of tableSqrt[ i+j ] are cut due to to inadequate cell width
	Reedit Table and adjust width of cell



