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1 Introduction

The advances in 3D capture, modeling, and display have promoted the ubiquitous presence of 3D content across several platforms and devices. Nowadays it is possible to capture a baby’s first step in one continent and allow the grandparents to see (and maybe interact) and enjoy a full immersive experience with the child in another continent. Nevertheless, in order to achieve such realism, models are becoming ever more sophisticated, and a significant amount of data is linked to the creation and consumption of those models.

In order to address the increased data volume for transmission of volumetric information, MPEG created the V3C (Visual Volumetric Video-based Coding) specification [1], which provides a framework for the coding of volumetric information. The specification is currently being used to successfully encode point clouds as an example of volumetric content representation.

A widely used 3D format are meshes. Meshes are composed of several polygons that may describe the surface and the boundary of a volumetric object. Each polygon is defined by its vertices in 3D space and the information on how the vertices are connected. Furthermore, attributes such as color associated with the mesh vertices, as well as the surface of the polygons, can be stored in texture maps (images containing diffuse colors, reflection, elevation, normal, etc.) and rendered using UV mapping [2]. Since meshes in a volumetric frame may consist of many polygons changing in time, this, in turn will require a huge amount of data. Note that a mesh and a point cloud are relevant representations. In one point of view, a mesh can be considered as a point cloud with the connectivity information and optionally the UV information making the link between the vertices and the texture map.

Because of a huge amount of generated data, the design and development of efficient compression technologies are needed to reduce the amount of data required to represent a volumetric frame represented by meshes and optionally associated texture maps. MPEG is planning to develop a Mesh Compression standard targeting lossy compression for use in real-time communications and free viewpoint video (AR, VR), with efficient geometry and attributes compression, coding of sequences of meshes captured over time (dynamic), random access to subsets of the meshes, and optionally scalable/progressive coding. 
The production (acquisition and/or modeling) of meshes is outside of the scope of this standard.

2 Requirements for Mesh Compression
This document presents the requirements for MPEG Mesh Compression. The requirements capture the use cases defined in MPEG [3] but are not limited to these use cases only.


2.1 3D Mesh Representation
Requirement
MPEG Mesh Compression shall provide means for representing volumetric frames, represented by point clouds and meshes. 
Specification
a) The 3D mesh representation shall include vertices and their 3D positions (X, Y, Z) with a specification of its precision and dynamic range
b) The 3D mesh representation shall include the connectivity of the vertices (i.e. the topology).
c) The 3D mesh representation shall support multiple attributes being associated with each vertex including colour, texture coordinates, reflectance, normal vectors and transparency or other attributes.
d) The 3D mesh representation shall support generic (e.g. user defined) attributes being associated with each vertex.
e) The 3D mesh representation shall support maps for its surface, such as texture maps, and optionally normal maps, bump maps, or other maps.
f) The 3D mesh representation shall support view-dependent attributes being associated with each 3D position or texture maps.
g) The representation shall support time-varying i.e. dynamic meshes.
h) The representation should support dynamic high-level deformation tools such as bones and weights for mesh deformation (through skinning technics). (optionality could be further discussed).

2.2 3D Mesh Compression
Requirement
MPEG Mesh Compression shall provide means for efficient compression for storage, streaming or downloading of volumetric content represented by point cloud and/or meshes. The compression shall encompass from lossless to lossy. The mesh compression scheme shall be compatible with the point cloud compression scheme and both modalities shall be usable in a single V3C bitstream. 
Specification
x)     The system shall support the encoding of triangles (minimal requirement)
x) 	    In both Lossy and lossless compression, the system shall output floating point values when ingesting floating point values and output integer values when ingesting integer values. (shall be further discussed).
a) Lossy compression: parameter control of the bitrate shall be supported.
b) Near Lossless: parameter control of the quality bound shall be supported.
c) Lossless compression: the reconstructed data shall be mathematically identical to the original one.	Comment by Pierre Andrivon: Maybe lossless and lossy could be more detailed like in G-PCC requirements lossy/lossless topology, texture, attributes... There is also the notion of near-lossless that could make sense for topology....
d) Temporal variations of meshes (topology, attributes, texture maps, etc.) shall be supported.
e) Progressive and/or scalable coding: it should be possible to first decode a coarse mesh and then refine it.
f) View-dependent decoding, spatial random access: it should be possible to first decode the mesh corresponding to a region.
g) Temporal random access shall be possible.
h) Error resilience: it should be possible to cope with packet loss without having to retransmit the entire mesh. 
i) Compression shall support encoding and decoding with low complexity, low latency and/or real-time implementation
j) Compression should enable parallel encoding and decoding.
k) Compression shall target compression rates of 10 times for lossless coding and up to 40 times for lossy coding. 
l) Output bitrates of 5 Mbps, 10 Mbps, 20 Mbps and 40 Mbps shall be supported	Comment by Jean-Eudes Marvie: As a an exemple Microsoft in 2015 uses 9.5 Mbps with H264 coding:

“The output is an MPEG-4 file with an embedded mesh stream as
described in Section 8. By default, we set mesh resolution to 10K triangles
in single-subject captures and 20K in multi-subject captures,
with atlas video resolution of 1024x1024 pixels encoded at 4 Mbps.
The average output bitrate is 9.5 Mbps.”
3 Appendix Definitions
Mesh. A mesh is defined as set of vertices and their corresponding (x,y,z) coordinates, where x, y, z  have finite precision and dynamic range. Each vertex can have multiple attributes associated to it (a1, a2, a3 …). Typically, each vertex in a mesh has the same number of attributes attached to it. Additionally, the connectivity of the vertices may be explicitly defined by using polygon, which defines the connectivity information of its associated vertices. Polygons are typically represented by triangles for 3D meshes, nevertheless other type of polygons may also be used.

Lossless Mesh Compression. In the case of lossless compression, the decoder returns exactly the same set of vertices and their (x,y,z) coordinates, with exactly the same attributes. This is the same number of points with the same coordinates. Additionally, if maps are used, the decoder should also return the exact same map.

Lossy Mesh Compression. In this case the number of vertices in the set and/or the positions x,y,z are not identical to the original. Furthermore, the output topology also may be different from the input topology. In case of use of per-vertex attributes, those attributes will also be affected, either by being deleted or by attribute transfer (correction of the attribute in correlation to the modification of the vertex position).

Lossy Mesh Attributes Compression. In this case the values of the attributes are not the same compared to the values of the input mesh, whereby attributes are related to the per vertex attribute, or the attributes represented using UV maps. Attributes compression usually occur with no side effect on the mesh geometry.
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