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Abstract
In this contribution, it is reported that the result of EE 13.2 Test 3 on refecence point cloud upsampling for inter geometry coding.
Introduction
In the current exploration model for geometry inter prediction [1], a reference point cloud frame that is already decoded is used in context modeling for arithmetic decoding for occupancy. However, especially when point clouds are acquired by a LiDAR sensor, both the current point cloud and the reference point cloud may be sparse. In such a situation, the temporal correlation of point clouds may not be fully exploited, because the estimation of “occupied“ voxel position is difficult due to its sparsity.
To address this issue, reference point cloud upsampling was proposed in [2][3], and it was adopted as Test 3 of EE 13.2 on inter prediction [4].
Proposed method in m57369 [2]
In [2], it is proposed that reference point cloud upsampling for geometry inter prediction to improve coding efficiency. The propose method applies upsampling to each refecence point according to normal vector direction in spherical coordinate. 
Figure 1 shows an example of the proposed upsampling. The proposed method applies upsampling to each point by the following procedure.
1) The unit vector  of a reference point  is calculated as  . In this step, the calculations of square root and division are done by integer approximation.
2)  is upsampled as . Here,  is the parameter to control the interval of generated points by the upsampling, and  is the parameter to control the number of generated points. Those two parameters are defined at GPS.

The proposed upsampling is applied to reference point cloud after motion compensation. Because, if the upsampling is applied before motion compensation, the computational cost of the motion compensation is significantly increased by increasing the number of points.
[image: ]
[bookmark: _Ref76033393]Figure 1 The proposed upsampling.
Experimental results
The proposed method in implemented on the top of the anchor software of EE13.2 (InterEMv4) [1]. The software of the proposed method is uploaded on [5]. For lossless coding, the upsampling interval is set as , and the parameter controlling the number of generated points (div2) is set as  (i.e.  points are generated for each reference point), respectively. For lossy coding, we set the upsampling interval and the number of generated points (div2) shown in   based on the setting for lossless coding and “positionQuantizationScale” for each test point. 

Table 1 Parameter settings
	Parameter
	r01
	r02
	r03
	r04
	r05
	r06
	Lossless

	positionQuantizationScale
(defined by CTC)
	1/512
	1/256
	1/64
	1/32
	1/8
	1/4
	1

	upsampling interval I
	0
	0
	1
	1
	1
	2
	8

	number of generated points (div2) N
	0
	0
	1
	2
	8
	8
	8



Table 2 and Table 3 shows the overall experimental results with internal GM, and Table 4 and Table 5 shows the overall experimental results with external GM, respectively. For the previous version of InterEM (InterEM-v3.0), the proposed method had coding gain with about 2% for lossless, and about -0.3% for lossy [3]. However, it is observed from Table 2 to Table 5 that the proposed method gets coding losses with InterEM-v4.0. One of the largest changes between InterEM-v3.0 and InterEM-v4.0 is that Angular mode is newly enabled in InterEM-v4.0. Table 6 shows experimental result of InterEM-v4.0 with Angular off vs InterEM-v4.0 with Angular on. From the table, it can be shown that Angular mode has significant coding gains. Table 7 shows experimental result of InterEM-v4.0 vs the proposed upsampling with Angular off. In the table, similar coding gain by the upsampling as reported in [3] is observed. From these results, coding gains of the proposed upsampling is disappeared by using Angular mode.


[bookmark: _Ref84236644]Table 2 Experimental results (CW condition, internal GM)
	CW_ai
	lossless geometry, lossless attributes [all intra]

	
	bpip ratio [%]

	
	Geometry
	Colour
	Reflectance
	Total

	Cat1-A average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat1-B average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat3-fused average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Cat3-frame average
	102.9%
	
	100.0%
	102.3%

	Overall average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Avg. Enc Time [%]
	226%

	Avg. Dec Time [%]
	249%



[bookmark: _Ref76982601]Table 3 Experimental results (C2 condition, internal GM)
	C2_ai
	lossy geometry, lossy attributes [all intra]

	
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotGeomRate [%]

	
	Luma
	Chroma Cb
	Chroma Cr
	Reflectance
	D1
	D2

	Cat1-A average
	#VALUE!
	#VALUE!
	#VALUE!
	
	#VALUE!
	#VALUE!

	Cat1-B average
	#VALUE!
	#VALUE!
	#VALUE!
	
	#VALUE!
	#VALUE!

	Cat3-fused average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Cat3-frame average
	
	
	
	0.0%
	0.2%
	0.2%

	Overall average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Avg. Enc Time [%]
	115%

	Avg. Dec Time [%]
	128%




[bookmark: _Ref92717815]Table 4 Experimental results (CW condition, external GM)
	CW_ai
	lossless geometry, lossless attributes [all intra]

	
	bpip ratio [%]

	
	Geometry
	Colour
	Reflectance
	Total

	Cat1-A average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat1-B average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat3-fused average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Cat3-frame average
	100.0%
	
	100.0%
	100.0%

	Overall average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Avg. Enc Time [%]
	182%

	Avg. Dec Time [%]
	195%




[bookmark: _Ref92717822]Table 5 Experimental results (C2 condition, external GM)
	C2_ai
	lossy geometry, lossy attributes [all intra]

	
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotGeomRate [%]

	
	Luma
	Chroma Cb
	Chroma Cr
	Reflectance
	D1
	D2

	Cat1-A average
	#VALUE!
	#VALUE!
	#VALUE!
	
	#VALUE!
	#VALUE!

	Cat1-B average
	#VALUE!
	#VALUE!
	#VALUE!
	
	#VALUE!
	#VALUE!

	Cat3-fused average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Cat3-frame average
	
	
	
	0.0%
	0.3%
	0.3%

	Overall average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Avg. Enc Time [%]
	115%

	Avg. Dec Time [%]
	128%



[bookmark: _Ref92718616]Table 6 Experimental results of Angular Off vs Angular On (CW condition, external GM) (Supplemental)
	CW_ai
	lossless geometry, lossless attributes [all intra]

	
	bpip ratio [%]

	
	Geometry
	Colour
	Reflectance
	Total

	Cat1-A average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat1-B average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat3-fused average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Cat3-frame average
	71.1%
	
	96.8%
	75.1%

	Overall average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Avg. Enc Time [%]
	77%

	Avg. Dec Time [%]
	78%



[bookmark: _Ref92718697]Table 7 Experimental results of Anchor vs Upsampling with Angular Off (CW condition, external GM) (Supplemental)
	CW_ai
	lossless geometry, lossless attributes [all intra]

	
	bpip ratio [%]

	
	Geometry
	Colour
	Reflectance
	Total

	Cat1-A average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat1-B average
	#VALUE!
	#VALUE!
	
	#VALUE!

	Cat3-fused average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Cat3-frame average
	97.7%
	
	100.0%
	98.0%

	Overall average
	#VALUE!
	#VALUE!
	#VALUE!
	#VALUE!

	Avg. Enc Time [%]
	173%

	Avg. Dec Time [%]
	183%



Conclusion
In this contribution, it was reported reported that the result of EE 13.2 Test 3 on refecence point cloud upsampling for inter geometry coding. 
This work was supported by Ministry of Internal Affairs and Communications (MIC) of Japan (Grant no. JPJ000595).
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