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Abstract
In this contribution, it is proposed that refined variable node size extension on Trisoup to improve subjective quality of reconstructed point cloud.
Introduction
In the previous meeting held on Oct. 2022, an extention of Trisoup to variable node size is studied in EE13.50 [1]. In the previous proposal [1][2], decoding of vertex positions and reconstruction of point cloud were completly dominant on each node size. Therefore, it was pointed out that some visual “gap“ can be appeared on a boundary of different node size as shown in Figure 1. In this contribution, it is proposed that refined variable node size extension to avoid the “gap“.
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[bookmark: _Ref92725870]Figure 1 An example of gap at node boundary.

Proposed method
The key idea of the proposed method is shown in Table 1. The proposed method reconstructs point cloud by fixed node size although decoding of vertex position done by variable node size. To realize this concept, vertex positions on the fixed node size must be generated by vertex positions decoded by variable node size. In the proposed method, the node size for reconstruction process is defined as the minimum node size on vertex positions decoding process. If decoding node size is larger than the minimum node size, vertex positions on the minimum node size are interpolated as shown in Figure 2Figure 3. After the interpolation, if two or more vertices on a same edge, vertices are merged by averaging positions. Then, vertices generated by multiple node sizes are merged as shown in Figure 3. In this process, when two or more vertices on a same edge, the vertex generated the smallest node size is retained, because vertex position by smaller node may be more accurate. Finally, point cloud is reconstructed as same as the single node size Trisoup.

[bookmark: _Ref92429151]Table 1 Comparison between conventional method with proposed method.
	
	Decoding of vertex positions
	Reconstruction

	Conventional [1][2]
	Variable node size
	Variable node size

	Proposal
	Variable node size
	Fixed (Min) node size
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[bookmark: _Ref92428070][bookmark: _Ref92429612]Figure 2 Interpolation of vertex positions from large node size to fixed (min) node size.
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[bookmark: _Ref93403941][bookmark: _Ref93403935]Figure 3 Merge process of vertices genarated by multiple node sizes.
Experimental results
Objective evaluation
We implemented the proposed method on top of TMC13-v14.0. Experiments are conducted under the same setting as the Test 3 in [1] and [3]. Table 2 shows the experimental results compared with TMC13-v14.0 (fixed node size). Table 3 shows the experimental results compared with Test 3 in [3] (variable node size).

[bookmark: _Ref92726386][bookmark: _Ref92726382]Table 2 Experimental result vs TMC13-v14.0 (Fixed node size).
	C2_ai
	lossy geometry, lossy attributes [all intra]

	
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotGeomRate [%]

	
	Luma
	Chroma Cb
	Chroma Cr
	Reflectance
	D1
	D2

	Solid average
	0.6%
	0.6%
	0.8%
	
	-1.1%
	1.4%

	Dense average
	-0.2%
	0.9%
	0.9%
	
	-8.2%
	-0.1%

	Sparse average
	0.2%
	-0.9%
	-0.3%
	
	-6.6%
	5.5%

	Scant average
	0.0%
	-0.1%
	0.5%
	
	-10.7%
	-0.1%

	Am-fused average
	#DIV/0!
	#DIV/0!
	#DIV/0!
	#DIV/0!
	#DIV/0!
	#DIV/0!

	Am-frame average
	
	
	
	#DIV/0!
	#DIV/0!
	#DIV/0!

	Overall average
	0.1%
	0.1%
	0.5%
	#DIV/0!
	-7.4%
	1.3%

	Avg. Enc Time [%]
	215%

	Avg. Dec Time [%]
	121%




[bookmark: _Ref93404480]Table 3 Experimental result vs m58773 Test3 (Variable node size).
	C2_ai
	lossy geometry, lossy attributes [all intra]

	
	End-to-End BD‑AttrRate [%]
	Geom. BD‑TotGeomRate [%]

	
	Luma
	Chroma Cb
	Chroma Cr
	Reflectance
	D1
	D2

	Solid average
	-1.0%
	-0.3%
	0.0%
	
	-0.9%
	-1.6%

	Dense average
	-0.6%
	0.4%
	0.6%
	
	-0.7%
	-0.8%

	Sparse average
	-0.1%
	0.5%
	0.5%
	
	2.4%
	4.1%

	Scant average
	-0.3%
	0.8%
	0.9%
	
	0.3%
	0.9%

	Am-fused average
	#DIV/0!
	#DIV/0!
	#DIV/0!
	#DIV/0!
	#DIV/0!
	#DIV/0!

	Am-frame average
	
	
	
	#DIV/0!
	#DIV/0!
	#DIV/0!

	Overall average
	-0.5%
	0.4%
	0.6%
	#DIV/0!
	0.2%
	0.6%

	Avg. Enc Time [%]
	110%

	Avg. Dec Time [%]
	125%



Subjective evaluation
Figure 4 shows reconstructed meshes and point cloud by the proposed method on the same area as shown in Figure 1. It can be found that visual “gap“ is disappeared.will be added.
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[bookmark: _Ref93404061]Figure 4 An example of reconstructed meshes and point cloud by the proposed method.
Conclusion
In this contribution, it was proposed that refined variable node size extension on Trisoup to improve subjective quality of reconstructed point cloud.
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