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1. Abstract

G-PCC is considering their additional test sequences due to the usefulness and the diversity of LiDAR. We are considering providing their data to improve the G-PCC and review the requirements for this purpose in advance.

2. Introduction

In recent years, LiDAR has gradually become less expensive, and its usage has expanded. In addition to conventional spinning LiDAR, solid-state typenon-spinning LiDAR is also becoming more widely used. The non-spinningsolid-state LiDAR is said to be less expensive and less prone to failures because it has fewer mechanical parts than the spinning one. However, the current MPEG Contents only evaluate spinning LiDAR from a car driving on the road. It is difficult to say that it covers the further use of LiDAR in the future. 
There have been discussions about supporting various LiDAR [1] and generating test sequences from CG [2]. As a result of these discussions, it has been decided to issue a call for content containing LiDAR data and to establish a CE for this matter. No corresponding data has yet been provided, but we are considering creating and providing such data in the future. We believe it is essential to improve the G-PCC standard to make it more practical. In this contribution, we would like to review the requirements.


3. The current response to requirements for PCC 

Below is a summary of current deficiencies against previous documents.

· [n16330/WG11 wN17353] Requirements for Point Cloud Compression[3][5] 
Many of the PCC requirements listed in 3D Point Cloud Representation have been supported, but the color of Category 3 has not yet been fully addressed in particular.

Table 1: Current status of supported requirements of Point Cloud Representation per Category in W17353
	Requirements
	Category 1
	Category 2
	Category 3

	a) 3D positions
	
	
	

	b) Pre-defined attributes
	 (colors)
	 (colors) 
	
 (colors, reflectance)

	c) Generic attributes
	
	
	

	d) View-dependent attributes
	
	
	

	e) Time-varying
	-
	
	· (Currently )


(‘’ = Supported, ‘’ = Not supported yet, ‘-’ = Not applicable)

· [WG7 N0248] Proposed call for G-PCC content (draft version, not published)
This document describes the requirements for LiDAR technology. In addition to traditional 360-degree spinning LiDAR, it should be mirror-based scanning according to a raster or parametric scan pattern, producing a non-linear sweep over a limited field of view. Current MPEG content does not support them.


4. The current response to use cases

Below is a summary of current deficiencies against previous documents.

· [WG11 wN16331] Use_Cases_for_Point_Cloud_Compression_(PCC)[4]
Table 2 shows the required but missing data for each use case.

Table 2: Shortage of Contents for each use case
	Use Case
	Main Cat.
	Insufficient ContentsShortage

	Real-Time 3D immersive telepresence
	2
	-

	Content VR viewing with Interactive Parallax
	2
	-

	3D Free viewpoint Sport Replays Broadcasting
	2
	· Multiple clusters/groups of points (different players)

	Geographic Information Systems
	1
	· Billions of points
· Points have additional attributes related to geographic properties.

	Cultural heritage
	1
	· Multiple clusters/groups of points

	Autonomous Navigation Based on Large-Scale 3D Dynamic Maps
	3
	· Color attributes
· Additional attritutesattributes



The Autonomous Navigation scenario also mentions that it includes static maps that do not change very frequently and dynamic maps that include real-time information about dynamic objects in the scene, such as vehicles or pedestrians.

· [m56747] Discussion about G-PCC codec dedicated to LiDAR[6]
This document is not a requirement but specifies future use scenarios for LiDAR and should be considered. In addition to the autonomous vehicles, it proposed the following scenarios, which are not included in the MPEG Content.
· b. Indoor cleaning robots
· c. 3D surveillance cameras
· d. Drones
· e. Industrial
· f. Smart cities


5. Confirmation of requirements for new test sequences

Based on the requirements and use cases in the previous section, the elements shown in Table 3 are primarily considered to be missing.

Table 3. Shortage and required data for LiDAR test sequences
	Items
	Current Content
	Required 
	Reasons

	Scanning Method
	Spinning LiDAR (Micro Lidar Array)
	Solid-StateNon-Spinning LiDAR (MEMS, Flash, etc.)
	Inexpensive, used in automobiles, and expected to become more popular in the future

	Attribute
	Reflectance
	RGB
	More devices are capable of acquiring colors together with RGB cameras

	The number of LiDAR
	One
	Two and more
	Data combined from multiple LiDARs for Multiple clusters/groups. Unable to project to one depth image

	Carrier
	Vehicle
	Fixed, Drone, Robot, Person
	Increasingly lightweight, portable equipment. This has an impact on global mostion.

	Targets
	Road

	Intersection, Terminal, Building, Room
	Environments with a mixture of moving and stationary objects are expected





· Scanning Method: MEMS Non-Spinning LiDAR becomes more critical and should be included. Note that the trajectory to be scanned for MEMS Non-Spinning LiDAR varies greatly depending on the model and its method. Figure 1 shows an example.
· Attribute: Although LiDAR cannot capture color, devices that simultaneously capture images with RGB cameras and generate colored point clouds are in use. LiDAR data with RGB as an attribute is also necessary for evaluation.
· The number of LiDAR: In some situations, it may be possible to encode point clouds observed from multiple viewpoints. However, since it is possible to handle the data by dividing it, the priority is not so high. However, a composite moving point cloud is possible and should be considered.
· Carrier: LiDAR is becoming lighter and is carried by drones and people in addition to vehicles. Different transport methods should be considered, as they are likely to affect predictions.
· Targets: Currently, only roads that do not move much are available, but it is fully considered that moving objects may be included. Thus a mixture of moving and stationary objects should be included in the subject.


[image: ]
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Figure 21. The indoor LiDAR data. Different models have different trajectories.


6. Example of our future data

Based on the discussion in the previous section, we now describe the data we expect to generate first, as shown in Table 4. It includes the fact that the imaging is done with MEMS Non-Spinning LiDAR and that it targets RGB. It also considers targeting and including moving objects. It also considers that LiDAR not only moves but also includes moving objects in the target.


Table 4. Candidates of LiDAR Data
	Targets
	LiDAR Type
	No. of LiDARs
	Attributes
	Carrier

	Building
	MEMSNon Spinning
	One
	RGB/Reflectance
	People(Walking Around)

	Building
	Spinning
	Two and more
	RGB/Reflectance
	Fixed

	Open square + People
	Non SpinningMEMS
	One
	RGB/Reflectance
	People(Walking Around)

	Room
	Non SpinningMEMS
	One
	RGB/Reflectance
	People(Walking Around)

	Room + People
	Non SpinningMEMS
	Two and more
	RGB/Reflectance
	Fixed

	Swaying Trees
	Non SpinningMEMS
	One
	RGB/Reflectance
	Fixed




7. Conclusion

Based on the requirements and use cases that have been discussed, we have narrowed down the necessary data and proposed candidates for our data. In addition, given the current popularity of LiDAR, we recommend that use cases using LiDAR should be expanded beyond the initial use.
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